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FOR THE SAKE OF ARGUMENT

• i shall attempt to raise more questions than I can hope to 
answer or even completely develop

• i shall not let my own ignorance prevent me from forming 
strong opinions
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Add ~20 new satellites, galaxies and star clusters - but note 
low yield from Southern SEGUE/SDSS imaging : only Segue 2 and 
Pisces II as candidate galaxies 3/8 area (Belokurov et al 09,10)

Dark matter, galaxies

Self-gravitating
Star clusters

Update from Gilmore et al 07

~ 107L

~ 103L

~ 109L

(stolen from R. Wyse)
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ISSUES ON SMALL SCALES

Strigari et al 2008
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CDM PREDICTS CUSPS

ρ α r -1.2 
in inner regions

Diemand et al 2008

GHALO (Stadel et al 09)
MW Dark Halo in ΛCDM
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Fig. 25.— The inner slope of the dark matter density profile plotted against the radius of the

innermost point. The inner-slopes of the mass density profiles of IC 2574 and NGC 2366 are

overplotted with earlier work; they are consistent with previous measurements. Open circles: de

Blok et al. (2001); squares: de Blok & Bosma (2002); open stars: Swaters et al. (2003). The

pseudo-isothermal model is preferred over the NFW model to explain the observational data.
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DWARF CORES?
– 34 –
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Fig. 4.— Derived inner mass distributions from isotropic Jeans’ equation analyses for six
dSph galaxies. The modelling is reliable in each case out to radii of log (r)kpc∼ 0.5. The

unphysical behaviour at larger radii is explained in the text. The general similarity of the
inner mass profiles is striking, as is their shallow profile, and their similar central mass

densities. Also shown is an r−1 density profile, predicted by many CDM numerical simula-
tions (eg Navarro, Frenk & White 1997). The individual dynamical analyses are described
in full as follows: Ursa Minor (Wilkinson et al. (2004)); Draco (Wilkinson et al. (2004));

LeoII (Koch et al. (2007)); LeoI (Koch et al. (2006)); Carina (Wilkinson et al. (2006),
and Wilkinson et al in preparation); Sextans (Kleyna et al. (2004)).

Gilmore et al, ’07
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Fornax: real data - PRELIMINARY density profile

(from R. Wyse Aspen talk)
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DO BARYONS MAKE CORES?

Gnedin
+Zhao ’02

14 Sawala, Scannapieco, Maio and White

even larger range in luminosity than the ones we have sim-
ulated, we find a similar, tight inverse correlation between
luminosity and mass-to-light ratio. Whereas Strigari et al.
find only a very weak dependence M0.3 ∝ L0.03±0.03 , our
relation is somewhat steeper at M0.3 ∝ L0.24. This is still a
remarkably weak dependence, and it allows us to reproduce
a large range in luminosity with an M0.3 mass that varies
by only a factor of two. As we discuss below, the remain-
ing difference may point to the fact that our model does
not yet include all physical effects, and that our assump-
tion of an underlying mass distribution is not the full story.
Strigari et al. also note that for the most luminous dwarf
spheroidals such as Fornax, the mass-to-light ratios relating
the mass within 300 pc to the total luminosity in the ob-
served galaxies tend to be underestimates, since their stellar
populations are typically more extended.

5.2 Kinematics

As shown in Table 1, the mean one-dimensional velocity dis-
persions in each galaxy resulting from our simulations are in
the range of 6.5 to 9.7 kms−1. This is comparable to the ob-
served range of 7 to 10 kms−1 for six of the seven ‘classical’
Local Group dwarf spheroidals in the sample of Walker et al.
(2007). The one exception, Fornax, has a velocity dispersion
of about 12 kms−1. Its stellar population, which includes
several globular clusters, is more spatially extended, and its
stellar mass is also slightly higher than that of the most
luminous galaxy in our simulations. At the faint end, an
extrapolation of our results might also be consistent with
the corresponding values of the eight ultra-faint Milky Way
satellites presented in Simon & Geha (2007), which have ve-
locity dispersions between 3.3 and 7.6 kms−1.

We also investigated the influence of supernova feed-
back on the shape of the dark matter distribution. It is still
an open question whether flat cores, rather than the cusps
predicted by dissipationless cold dark-matter models exist
in the central regions of dwarf galaxy haloes. While for a
stellar system with uniform mass-to-light ratio, the shape of
the gravitational potential can be uniquely determined from
the observed velocity dispersion and surface brightness pro-
files, in the case of the highly dark-matter dominated dwarf
spheroidal galaxies, the unknown mass-to-light ratios result
in a degeneracy between the gravitational potential varia-
tion and the velocity anisotropy (Dejonghe & Merritt 1992).
The same data, when analysed with different anisotropy as-
sumptions, can therefore result in different density profiles,
and as Van den Bosch & Swaters (2001) and Evans et al.
(2008) have shown, the stellar kinematics of dwarf spheroidal
galaxies are generally not sufficient to distinguish between
cored and cusped profiles. Nevertheless, reports of central-
density cores in dwarf galaxies (e.g. Carignan & Beaulieu
1989; de Blok et al. 2001; #Lokas 2002) have been con-
sidered as evidence for warm dark-matter (e.g. Moore
1994). Within the framework of ΛCDM, numerical simu-
lations by Navarro et al. (1996), Read & Gilmore (2005),
Mashchenko et al. (2008) and others have suggested that
cores of kpc scale may form either as a result of dynami-
cal coupling to supernova-induced bulk gas motions, or the
rapid ejection of large amounts of baryonic matter. Our sim-
ulations fail to fulfil these requirements in two ways. The
ejection of gas is not sufficiently rapid (which would also

be difficult to reconcile with the observed age-spreads), and
our dark matter haloes continue to evolve and grow after
star formation and supernova rates have peaked, instead of
simply settling to an equilibrium configuration. As a result,
we do not observe the formation of cores in our runs with
feedback. The final dark matter density distributions can be
described by NFW-profiles up to the resolution limit.

5.3 Star Formation Efficiency

We have also run a number of simulations where we have
varied the star-formation parameter c!, the constant of pro-
portionality that enters the Schmidt law for the rate at
which cold gas gets turned into stars (see Section 2.2). When
the star formation is parameterized in this way in galac-
tic chemical evolution models for late-type galaxies, the
choice of c! has a strong influence on the star formation
rate (Ferreras & Silk 2001), and hence the stellar age distri-
bution, as well as on the final stellar mass. We find no such
strong influence in our simulated dwarf spheroidals, in agree-
ment with Katz et al. (1996) and others. The star formation
rate increases with c! at all redshifts, and as a result, the
final stellar mass scales as roughly M! ∝ c0.25

! over the range
of c! between 0.01 and 0.1. In the example of initial condi-
tions identical to simulation 4 in Table 1, this corresponds
to a range in final stellar masses of 2.3 to 4.2×106M". This
relatively weak dependence points to the fact that in dwarf
galaxies, the main factor that determines the overall star
formation is not the specific efficiency of turning cold gas
into stars, but the amount of feedback and UV heating they
can sustain before star formation gets shut down, which in
our models strongly depends on the depth of the potential
well.

There is nevertheless some degeneracy between star
formation efficiency and halo mass when it comes to the
amount of stars formed. This can be broken partially by con-
sidering chemical evolution. In Figure 11 we have included a
simulation sequence of differing star formation efficiency but
identical initial conditions, represented by blue diamonds,
and we compare it to the observed mass-metallicity rela-
tion, as well as to the relation obtained from the sequence
of simulations with varying total masses. Besides the much
narrower range in stellar mass of the c! sequence, its slope
is also too steep when compared with observations, which
in contrast, are well-matched by the varying mass sequence.
While the amount of scatter prevents us from selecting a
particular value of c!, it appears that the range in luminosi-
ties and the mass-metallicity relation cannot be explained
by a simple scaling of the star formation efficiency. For most
of our simulations, we have adopted a value of c! = 0.05, in
agreement with Stinson et al. (2007) and Mashchenko et al.
(2008).

5.4 Supernova-progenitor lifetimes

Our feedback model includes both supernovae type II and
type Ia. The delay time of supernovae type II is theoretically
constrained to be on the scale of Myrs, but due to the un-
certain nature of their progenitors, that of supernovae type
Ia is much more uncertain. We find that in our simulations,
the bulk of the thermal feedback released in time to influ-
ence the star formation history is provided by supernovae
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The central slope of dark matter cores in dwarf galaxies: Simulations vs. THINGS 11

Fig. 7.— The dark matter density profiles of DG1 (left) and DG2 (right). The circles represent the dark matter density profiles derived from
the dark matter rotation curves shown in Fig. 4. The short dashed and dash-dotted lines indicate the mass density profiles derived using the best
fitted NFW and pseudo-isothermal halo models in Fig. 4, respectively. The open and filled rectangles indicate the density profiles of DG1LT and
DG1DM, respectively. See Section 2 for more details. The inner slope of the profile is measured by a least squares fit (dotted lines) to the data
points less than 1.0 kpc as indicated by gray dots. In the right panel the long dashed line indicates a least squares fit, excluding the innermost
point. The measured inner slope α is shown in the panel. The true dark matter density profiles in the simulations are also overplotted as indicated
by open stars. The vertical gray dotted lines indicate the force resolution (86 pc) of the simulations.

each other, showing a linear increase in the inner regions.
The inner shapes of the rotation curves are better de-
scribed by pseudo-isothermal halo models (dashed lines)
than the NFW models. This implies that the THINGS
dwarf galaxies have core-like dark matter distributions
at their centers (see Oh et al. 2010 for more discussion).
Similarly, the scaled rotation curves of DG1 and DG2
are consistent with those of the THINGS dwarf galaxies.
They significantly deviate from the CDM rotation curves
at the inner regions and, like the THINGS dwarf galax-
ies, they increase too slowly to match the steep rotation
curves of the CDM halos.

4.3. The dark matter density profile

A more direct way to examine the central matter distri-
butions in galaxies is to convert the galaxy rotation curve
to the mass density profile. In particular, the measure-
ment of the inner slope of the profile provides a strin-
gent observational constraint on the “cusp/core” prob-
lem. With an assumption of a spherical mass distribu-
tion for the galaxy halo, the galaxy rotation curve V (R)
can be converted to the mass density profile ρ(R) by the
following formula (see de Blok et al. 2001 and Oh et al.
2008, 2010 for more details),

ρ(R) =
1

4πG

[

2
V

R

∂V

∂R
+

(

V

R

)2]

, (4)

where V is the rotation velocity observed at radius R,
and G is the gravitational constant. Here we do not de-
contract the halos since in these galaxies adiabatic con-
traction does not occur and rather expansion happens as

shown in Governato et al. (2010) (see also Dutton et al.
2007).
Using Eq. 4, we derive the dark matter density profiles

of the THINGS dwarf galaxies, DG1 and DG2 as well as
the CDM halos whose rotation curves are shown in the
left panel of Fig. 6. In addition, we also derive the corre-
sponding mass density profiles of the best fitted pseudo-
isothermal halo models to the THINGS dwarf galaxies.
As shown in the right panel of Fig. 6, despite the scatter,
both DG1 and DG2 have shallower mass density profiles
than dark matter only simulations. Instead, they are
more consistent with the THINGS dwarf galaxies show-
ing near–constant density dark matter distributions at
the centers.
In Fig. 7, we compare the derived dark matter density

profiles of DG1 and DG2 with their true full 3−D dark
matter density distribution. The inner decrease in the
actual dark matter density profiles of Fig. 7 is due to
the shape of the potential in the region below the force
resolution (86 pc). As shown in Fig. 7, for DG1, the ob-
servationally derived dark matter density profile robustly
traces the true values but that for DG2 it is found to be
on average a factor of three lower than its true value at
the central regions. This is mainly due to the lower gas
rotation velocity of DG2 as shown in panel (f) of Fig. 3,
resulting in smaller velocity gradients ∂V /∂R in Eq. 4
and thus smaller densities. However, considering the un-
certainties in deriving the profile, the recovered profile is
acceptable to examine the central dark matter distribu-
tion.
We determine the inner density slopes α assuming a

power law (ρ ∼ rα) and find them to be α=−0.31± 0.07

Yes!
Oh et al, ’10
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Observational Evidence for Self-Interacting Cold Dark Matter

David N. Spergel and Paul J. Steinhardt
Princeton University, Princeton, New Jersey 08544

(Received 20 September 1999)
Cosmological models with cold dark matter composed of weakly interacting particles predict overly

dense cores in the centers of galaxies and clusters and an overly large number of halos within the Local
Group compared to actual observations. We propose that the conflict can be resolved if the cold dark
matter particles are self-interacting with a large scattering cross section but negligible annihilation or
dissipation. In this scenario, astronomical observations may enable us to study dark matter properties
that are inaccessible in the laboratory.

PACS numbers: 95.35.+d, 98.35.Gi, 98.62.Ai, 98.62.Gq

Flat cosmological models with a mixture of ordinary
baryonic matter, cold matter, and cosmological constant
(or quintessence) and a nearly scale-invariant, adiabatic
spectrum of density fluctuations are consistent with stan-
dard inflationary cosmology and provide an excellent fit to
current observations on large scales (¿1 Mpc) [1]. How-
ever, an array of observations on galactic and subgalactic
scales (# few Mpc) appears to conflict with the structure
formation predicted by analytical calculations and numeri-
cal simulations. The predictions are based on the standard
view of cold dark matter as consisting of particles with
weak self-interactions, as well as weak interactions with
ordinary matter.
A generic prediction for weakly self-interacting dark

matter, independent of other details of the cosmological
model, is that cold dark matter forms triaxial halos with
dense cores and significant dense substructures within the
halo. Yet, lensing observations of clusters [2] reveal cen-
tral regions (roughly galactic scale) with nearly spheri-
cal low density cores. Dwarf irregular galaxies appear to
have low density cores [3–6] with much shallower pro-
files than predicted in numerical simulations [7,8]. The
persistence of bars in high surface brightness galaxies im-
plies that galaxies like our own Milky Way also have low
density cores [9]. Observations of the Local Group re-
veal less than 100 galaxies [10], while numerical simu-
lations [11,12] and analytical theory [13,14] predict that
there should be roughly 1000 discrete dark matter halos
within the Local Group.
In this paper, we propose that the inconsistencies with

the standard picture may be alleviated if the cold dark mat-
ter is self-interacting with a large scattering cross section
but negligible annihilation or dissipation. The key feature
is that the mean free path should be in the range 1 kpc to
1 Mpc at the solar radius, where the dark matter density
is about 0.4 GeV!cm3. The large scattering cross sec-
tion may be due to strong, short-range interactions, similar
to neutron-neutron scattering at low energies, or weak in-
teractions mediated by the exchange of light particles (al-
though not so light as to produce a long-range force).
Depending on the interaction and the mean free path, the
requisite mass for the dark matter is in the range 1 MeV to

10 GeV. For the purposes of our proposal, only two-body
scattering effects are important so either repulsive or attrac-
tive interactions are possible. Exchanged particles should
be massive enough that they are not radiated by the scat-
tering of dark matter particles in the halo.
We are led to consider self-interactions because ordinary

astrophysical processes are unlikely to resolve the prob-
lems with standard, weakly interacting dark matter. Con-
sider the dwarf galaxy problem. One might suppose that
supernova explosions [15] could cause the galactic core
density to be made smoother, but, while the explosions
suppress star formation in dwarf galaxies, numerical simu-
lations [16] find that star bursts in dwarfs are very ineffi-
cient at removing gas or matter from the core. One might
also consider whether the apparent overabundance of halos
found in simulations can be explained if the low velocity
halos form primarily low surface brightness galaxies [17],
which are difficult to find. However, while low brightness
galaxy surveys suggest a steeper luminosity function out-
side of groups [18], even these surveys do not find enough
small galaxies to eliminate the discrepancy between theory
and observations. If star formation in dwarfs is sufficiently
suppressed [19], then they should have been detected as
gas clouds in the local group [20] or external systems. HI
surveys do not find large numbers of small isolated gas
clouds [21]. Even if any of the processes were successful
in reducing the number of visible dwarfs, the dense small
halos would still persist. When these halos fall onto galac-
tic disks, they will heat the stellar disks and destroy them
[12,22,23]. These dense halos will also settle to the cen-
ters of the central halo and produce a high density core in
galaxies and clusters. Since the baryon fraction in the cen-
ters of low surface brightness galaxies is low [17], hydro-
dynamic processes are not likely to alter their dark matter
profiles [3,4].
The success of the cold dark matter model on large

scales suggests that a modification of the dark matter prop-
erties may be the best approach for resolving the problems
on small scales. If the dark matter is not cold, but warm
(moderately relativistic), this alleviates some of these dis-
crepancies [24]. However, the remarkably good agreement
between standard cold dark matter (CDM) models and the

3760 0031-9007!00!84(17)!3760(4)$15.00 © 2000 The American Physical Society

'It is also a good rule not to put overmuch confidence in 
the observational results that are put forward until they 
are confirmed by theory. ' -Sir Arthur Eddington
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SIDM PROBLEMS?

• Effects in cores of clusters/ellipticals => high velocity => large 
interaction rates

• Cores of dwarfs => gravothermal collapse/evaporation

Sunday, February 27, 2011



2

parameters remains open. Nonetheless, the absence of

dramatic departures from CDM predictions has allowed

important constraints to be placed [24, 25].

In this Letter, we examine the possible existence of a

dark force from a different perspective. Rather than limit

its allowed range of parameters based on observations,

we show that it can ameliorate tensions in astrophysi-

cal data. In particular, we find that a Yukawa force in

dark matter scattering would naturally produce cores in

dwarf galaxies while avoiding the myriad constraints on

SIDM which arise in systems with a much larger veloc-

ity dispersion, such as clusters of galaxies. The specific

velocity dependence of the interaction cross-section, as

well as the possible exothermic nature of the interaction,

alleviate earlier concerns about the SIDM model. To dis-

tinguish from previous approaches with a constant cross

section or a simple power law velocity dependence, we

label this scenario as Yukawa-Potential Interacting Dark

Matter (YIDM).

Dark Forces. The mediator of the force φ could be

either a scalar or a vector, as magnetic-type interactions

are negligible. The force could couple to standard model

fields through kinetic mixing with the photon, or through

mass mixing with the Higgs boson. Constraints on the

presence of such a force come from a wide range of pro-

cesses [26, 27], but ample parameter space remains for

a small mixing angle, �
<∼ 10

−3
. New searches are un-

derway to find precisely such a force carrier at ∼ GeV

energy experiments [28].

Scattering through a massive mediator is equivalent to

having a Yukawa potential. The elastic scattering prob-

lem is then analogous to the screened Coulomb scatter-

ing in a plasma [29], which is well fit by a cross-section

[24, 30],

�σ� ≈






4π
m2

φ
β2

ln(1 + β−1
), β

<∼ 0.1,

8π
m2

φ
β2/(1 + 1.5β1.65

), 0.1
<∼ β

<∼ 10
3,

π
m2

φ

�
lnβ + 1− 1

2 ln
−1 β

�2
, β

>∼ 10
3,

(1)

where β = πv2σ/v
2
= 2αdmφ/(mχv2), and v is the rela-

tive velocity of the particles. We use angular brackets to

denote that this is the momentum-transfer weighted cross

section. Here, vσ is the velocity at which the momentum-

weighted scattering rate �σv� peaks at a cross section

value of σmax = 22.7/m2
φ. The above expression can be

approximately generalized to the inelastic case by sub-

stituting mφ →
�
mχδ for the characteristic minimum

momentum transfer when mφ <
�
mχδ (see discussion

in [30]). This expression is derived using classical physics,

and thus, it is important to note what quantum effects
can come into play. In cases where the de Broglie wave-

length is longer than the Compton wavelength of the

force m−1
φ , the quantum calculation should be consid-

ered for quantitative results. Nonetheless, the same qual-
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FIG. 1: Dependence of the self-interaction cross-section (σ) on
the relative velocity (v) for dark matter interacting through a
Yukawa potential. The normalizations of σ and v are set by
free parameters in the underlying Lagrangian (see Appendix),
and we show two possible curves peaking at vσ = 10 km s−1

and = 100 km s−1 (blue, solid and purple, dashed, respec-
tively).

itative features should remain: the cross section should

saturate at low velocities near σ ∼ m−2
φ , and at high

velocities, where the classical approximation is valid, it

should fall rapidly.

Figure 1 depicts the velocity dependence of the elas-

tic cross-section in Eq. (1). Interestingly, the scattering

rate is nearly constant at low velocities, peaks at a ve-

locity vσ, and declines sharply at v > vσ, allowing it to

introduce cores in dwarf galaxies where the velocity dis-

persion is low (v ∼ 10 km s
−1

) but not in clusters of

galaxies where the characteristic velocities are larger by

two orders of magnitude (v ∼ 10
3
km s

−1
). The nor-

malizations of the cross-section and velocity are deter-

mined by free parameters in the interaction Lagrangian

(see Appendix), with the Compton wavelength of the in-

teraction setting the relevant spatial scale. We show two

possible values of the peak velocity, one that would pro-

duce cores only in dwarf galaxies (vσ = 10 km s
−1

), and

another that would produce cores in more massive galax-

ies (vσ = 10
2
km s

−1
) as implied by data on low surface

brightness galaxies [31]. At any given halo mass, we ex-

pect scatter in the core properties of individual halos,

due to variations in their age and assembly history.

Having one collision per Hubble time at the character-

istic core density of dwarf galaxies ∼ 0.1M⊙ pc
−3

, trans-

lates to the condition (mχ/10GeV)(mφ/100MeV)
2 ∼ 1

(see Appendix). An order of magnitude larger cross-

sections are also allowed by the data. Figure 2 shows

the allowed parameter ranges [25] that would naturally

explain the dark matter distribution in observed astro-

physical objects. We find that even though collisions

shape the central profiles of dwarf galaxies, the standard

collisionless treatment still provides an excellent approx-

imation for the dark matter dynamics in X-ray clusters.
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FIG. 2: Astrophysical constraints on the normalization of the
self-interaction cross-section (σmax) as a function of the ve-
locity at which the peak collision rate is obtained (vσ) in Fig.
1. The red solid line is normalized to have �σ�max/mχ ≈
6 × 10−25 cm2/GeV at vdwarf ≈ 10 km s−1, which should be
regarded as the minimum interaction necessary to flatten the
cores of dwarf galaxies. Additional lines indicate upper lim-
its on the cross-section based on astrophysical considerations:

X-ray cluster ellipticity (blue, dashed), limiting (σmax/mχ)
<∼

4 × 10−26 cm2/GeV at v ∼ 103km s−1; destruction of dwarf
sub-halos through collisions with high velocity particles from
a larger parent halo in which these dwarfs are embedded

(green, dotted), limiting (σmax/mχ)
<∼ 5 × 10−25 cm2/GeV

[32] at v ∼ 200km s−1; and requiring the number of scatters
in dwarfs to be less than ∼ 102 during the age of the Universe
to avoid the gravothermal catastrophe (purple, dash-dotted).
Related limits are summarized in [25].

Exothermic interactions. The presence of excited

states related to a new force has important implications

for the properties of dark matter. In particular, upscat-

tering (“inelastic dark matter” (iDM) [33]) or downscat-

tering [34–38] off nuclei can dramatically affect direct de-
tection experiments. Dark matter self scattering into an

excited state (“eXciting Dark Matter” (XDM) [39]) has

been invoked to explain the excess 511 keV flux observed

by INTEGRAL [34, 39–41, 41, 42].

We focus here on the response of dwarf galaxies to

the presence of excited states, YIDM∗, which we assume

are copiously present from the early universe. In par-

ticular, the release of kinetic energy in YIDM∗ collisions

would help to evade the gravothermal catastrophe [21], in

just the same way that the energy released by primordial

stellar binaries weakens core collapse in globular clusters

[43].

If excited states exist, then a major fraction of the

CDM might be excited when the WIMPS decouple ther-

mally in the early Universe. This excitation could be

stable on cosmological times in models where the dark

force mixes with electromagnetism [34, 35]. The scatter-

ing process can decouple in the early universe at temper-

atures above the splitting, leaving essentially equal abun-

dances of all states of the dark matter. Alternatively, the

excited states could be produced non-thermally. The for-

mer scenario tends to require light (mχ ∼MeV) particles,

while the latter would be more naturally weak-scale. Af-

ter decoupling, the early CDM dynamics is identical to

the standard collisionless model until dwarf galaxies form

and the crossing of dark matter streams at low v occurs in

their cores, giving rise to self-interactions on a timescale

shorter than the age of the Universe.

We denote the velocity imparted to an initially slowly-

moving WIMPs (v < vcrit) upon scattering by vcrit =�
δ/m. Since the gravitational potential of a dwarf

galaxy halo is shallow, sufficiently exothermic collisions

could eject colliding particles out of the halo if vcrit ex-

ceeds the local escape velocity. If χχ∗ → χχ scatterings

can occur (see Appendix), then the halo core will lose

particles until it reaches a density such that the interac-

tion time is comparable to the age of the halo. Requiring

that the final core particles will interact only once over

the current age of the Universe yields a final mass density

of dark matter,

ρχ ∼ 0.1
M⊙
pc3

�
σ/6×10−25cm2

mχ/GeV

�−1 � v

10 km s−1

�−1
. (2)

The profile of ρχ will then be set by the velocity depen-

dence of �σv� and the gravitational potential in a steady

state. Below we show that for an exothermic interaction

�σv� is constant, leading naturally to a constant density

core in dwarf galaxies. This model predicts that dwarf

galaxies of a similar age should have a similar core den-

sity, in agreement with interpretations of data for the

nearest dwarf galaxies [44].

If the characteristic scattering velocity is much higher

than vcrit, the process is essentially elastic and one can

employ Eq. (1). On the other hand, if the process is

highly exothermic then the scattering rate is given sim-

ply by σv = 2πvcritα2
d/m

4
φ for mχδ < m2

φ (assuming the

scattering process is still perturbative, i.e. β < 1). The

resulting velocity-independent σv would naturally pro-

duce cores with a flat density profile in dwarf galaxies.

The density flattening in dwarf galaxies does not im-

ply the same upper limit on the dark matter density in

all its cusps. For massive halos, the release of excess

kinetic energy by collisions has a marginal significance,

since it only perturbs the low-velocity tail of the CDM

distribution function and adds a negligible energy at high

relative velocities where the majority of particles have a

low interaction rate anyway.

The evaporation of exothermic YIDM∗ from dwarf

galaxies with a gravitational binding energy below the

energy released in collisions could potentially account for

Loeb + NW ’10

Yukawa potential 
naturally achieves
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IS THERE A MISSING SATELLITE 
PROBLEM?Notes on the Missing Satellites Problem James. S. Bullock (UC Irvine) 23

Fig. 1.9. The Vmax vs. V-band luminosity relation for the Milky Way satellite
population, as inferred from assuming that dSph galaxies sit within NFW dark
matter halos that obey the same scaling relations as do subhalos in ΛCDM N-body
simulations. The lower red dashed line is the Tully Fisher relation from Courteau
et al. (2007) extrapolated to low lumnosities and the upper blue dashed line is the
relation one obtains from extrapolating the abundance matching power-law from
Busha et al. (2010).

this difference (Busha et al. 2010; Bullock et al. 2010). Indeed, account-
ing for the fact that dSph satellite galaxies are subhalos simply lowers the
normalization of the blue-dashed line in Figure 1.9 by about 50 %, without
changing the slope to any appreciable agree. The reason for this is that sig-
nificant mass loss tends to have occurred only in systems that were accreted
at early times. At earlier times, larger Vmax values are required to produce
the same stellar luminosity (e.g. Moster et al. 2010; Behroozi et al. 2010),
and this compensates for the fact that Vmax tends to decrease with time
once a subhalo is accreted.

One possible explanation for the lack of trend between Vmax (or M300) and
luminosity is that we are seeing evidence for a real scale in galaxy formation

Bullock ’10

32

veys, 30m-class follow-up telescopes, and more refined methods to identify
extended, self-bound groupings of stars in the halo.

1.5 Summary

Advances in simulation technology have solidified the decade-old expecta-
tion that substructure should be abundant in and around CDM halos, with
counts that rise steadily to the smallest masses. Properties of observed satel-
lites in and around the Local Group provide an important means to test this
prediction.
The substructure issue has gained relevance over the years because it

touches a range of important issues that span many subfields, including the
microphysical nature dark matter, the role of feedback in galaxy formation,
and star formation in the early universe. It is in fact difficult to state directly
what it would take to solve the MSP without first associating with a specific
subfield. From a galaxy formation standpoint, one important question is
to identify the primary feedback sources that suppress galaxy formation in
small halos. An associated goal is to identify any obvious mass scale where
the truncation in the efficiency of galaxy formation occurs.
It is particularly encouraging for ΛCDM theory that both direct kinematic

constraints on the masses of Milky Way satellite galaxies and completeness
correction estimates both point to about the same mass and velocity scale,
Vmax ! 15 km s−1 or M300 ! 107 M". The luminosity bias correction dis-
cussed in association with Figure 1.11 suggests that the Milky Way halo
hosts about 400 satellite galaxies with luminosities similar to the faintest
dwarf galaxies known. As seen in either Figure 1.3 or Figure 1.2, a total
count of 400 satellites is approximately what is expected at a minimum
Vmax threshold of 15 km s−1 – the same Vmax scale evidenced in the kine-
matic measurements shown in Figure 1.9. These numbers did not have to
agree. Interestingly, they both point to a mass scale that is close to limit
where cooling via atomic hydrogen is suppressed and where photoionization
heating should prevent the accretion of fresh gas (see Dekel 2005).
More puzzling is the overall lack of observed correlation between Milky

Way satellite galaxy luminosities and their M300 masses or Vmax values (see
Figures 1.7 and 1.9). Most of the models that have been constructed to
confront the mass-luminosity over-predict Vmax values at for the brightest
dwarfs and under-predict them for the faintest dwarfs (Li et al. 2009; Macciò
et al. 2009; Okamoto et al. 2009; Busha et al. 2009; Bullock et al. 2010).
These differences may reflect small-number statistics at the bright end, and
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THE WIMP MIRACLE
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SIGNALS OF THERMAL DM

• Production (accelerators)

• Cosmic rays/indirect detection (PAMELA/Fermi/WMAP...)

•Direct detection (DAMA/XENON/CDMS...)
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DARK MATTER EXPERIMENTS 
ARE GETTING EXCITING!

Where we are

Where 
we’ll be soon

Where 
we’ll be soonish
(knock wood)

Is there any reason
to think this range is 

special?

What is going to get 
us there?
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A “MINIMAL MODEL” OF DARK 
MATTER

bative analysis which we present. Couplings to all Standard Model fields are controlled

by the single parameter λ.

We now identify what constraints are implied for these couplings by general con-

siderations like vacuum stability or from the requirement that the vacuum produce an

acceptable symmetry-breaking pattern. These are most simply identified in unitary

gauge,
√

2H† = (h, 0) with real h, where the scalar potential takes the form:

V =
m2

0

2
S2 +

λ

2
S2h2 +

λS

4
S4 +

λh

4

(

h2 − v2
EW

)2
. (2.2)

λh and vEW = 246 GeV are the usual parameters of the Standard Model Higgs potential.

1. The Existence of a Vacuum: This potential is bounded from below provided

that the quartic couplings satisfy the following three conditions:

λS, λh ≥ 0 and (2.3)

λS λh ≥ λ2 for negative λ.

We shall assume that these relations are satisified and study the minima of the scalar

potential.

2. Desirable Symmetry Breaking Pattern: We demand the minimum of V to have

the following two properties: It must spontaneously break the electroweak gauge group,

〈h〉 &= 0; and it must not break the symmetry S → −S, so 〈S〉 = 0. The first of these

is an obvious requirement in order to have acceptable particle masses, while the second

is necessary in order to ensure the longevity of S in a natural way. (S particles must

survive the age of the universe in order to play their proposed present role as dark

matter.)

The configuration h &= 0 and S = 0 is a stationary point of V if and only if v2
EW

> 0,

in which case the extremum occurs at h2
ext = v2

EW
. This is a local minimum if and only

if

m2
0 + λ v2

EW
> 0. (2.4)

A second local minimum, with hext = 0 and S2
ext = −m2

0/λS, can also co-exist with the

desired minimum if λ > 0 and λ2 < λhλS. This second minimum is present so long

as m2
0 < 0 and −λm2

0 > λSλhv2
EW

. Even in this case, the minimum at Sext = 0 and

h2
ext = v2

EW
is deeper, and so is the potential’s global minimum, provided that

0 < −m2
0 < v2

EW

√

λhλS. (2.5)
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FIG. 1: The region of the NMSM parameter space (k(mZ), mh) that
satisfies the stability and triviality bounds, for h(mZ) = 0, 1.0, and
1.2. Also the preferred values from the cosmic abundance ΩSh2 =
0.11 are shown for various mS . We used y(mZ) = 1.0.
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FIG. 2: The elastic scattering cross section of Dark Matter from nu-
cleons in NMSM, as a function of the Dark Matter particle mass mS

for mh = 150 GeV. Note that the region mS
>
∼

1.8 TeV is disal-
lowed by the triviality bound on k. Also shown are the experimental
bounds from CDMS-II [25] and DAMA [26], as well as improved
sensitivities expected in the future [27].

Are there new observable consequences of the NMSM? The
Higgs boson may decay invisibly h → SS [11]. It will be
subject to search at the LHC via W -boson fusion, or more
promisingly at a Linear Collider. If the singlet is heavier than
mh/2, the search at collider experiments becomes exceed-
ingly difficult. One possibility is the W -boson fusion pro-
cesses qq → qqSS + g or qqSS + γ, where forward jets are
tagged, large missing pT is seen, together with additional iso-
lated photon or jet. It may not cover the entire range up to
1.8 TeV. The scattering of S on nuclei is dominated by the
Higgs boson exchange, as worked out in [10, 11]. The pre-
diction for mh = 150 GeV is shown in Fig. 2; it is clear that

the model is consistent with the current limit from CDMS-II
[25]. It cannot explain, however, the controversial data from
DAMA [26]. Because the Higgs boson is light thanks to the
triviality bound, the scattering cross section is promising for
the underground Dark Matter searches for mS

<∼ mh/2.
The spectrum index of the ϕ2 chaotic inflation model is pre-

dicted to be 0.96. This may be confirmed in improved cosmic-
microwave background anisotropy data, with more years of
WMAP and Planck. The tensor-to-scalar ratio is 0.16 [21],
again within the reach of near future observations. For other
inflationary scenarios, predictions vary. The equation of state
of Dark Energy is predicted to be exactly w = −1.

Neutrinos are Majorana fermions and hence we expect neu-
trinoless double beta decay at some level. Because one of the
neutrino masses exactly vanishes (ignoring tiny Planck sup-
pressed effects), the signal in the near-future experiments is
possible only for the inverted hierarchy [31].

Here we list a few future observations that could rule the
NMSM incomplete. Obviously, discovering any particles at
the electroweak scale other than h and S at a collider will re-
quire an extension of the model. A Higgs mass inconsistent
with the bounds in Fig. 1 will also be a smoking gun for ad-
ditional physics. Confirmation of the DAMA signal would
require a different Dark Matter candidate. Signals of some
rare decays, such as µ → eγ, would require extra flavor-
changing effects. Observation of new sources of CP violation
beyond the CKM and MNS phases is another avenue, e.g., an
electron electric dipole moment or a discrepancy in sin 2β be-
tween B → φKS and ψKS modes. As for the neutrino sec-
tor, a confirmation of the LSND results by the Mini-BooNE
experiment would require new degrees of freedom beyond the
NMSM. Positive signal for neutrino mass at KATRIN would
require masses for all three neutrinos. A future observation by
a satellite experiment, such as Planck, of Ωtot deviating from
unity or of non-Gaussianity of the density fluctuations could
rule out the one-field inflationary scenario of the NMSM. Fi-
nally, detection of proton decay in any of the current or fore-
seeable future experiments cannot be explained in the NMSM.

It needs to be mentioned that the NMSM does require an ex-
treme degree of fine-tuning. The cosmological constant rep-
resents a tuning with an accuracy of 10−120. The hierarchy
between the electroweak and the Planck scales should also be
fine-tuned at the level of 10−32. Fermion mass hierarchies and
mixings are not explained. The QCD vacuum angle is simply
chosen to be θ <∼ 10−10. The Z2 symmetry on the singlet is
imposed by hand. The parameters in the inflation potential are
chosen to be small. Nonetheless, the model is empirically suc-
cessful in describing everything we know about fundamental
physics, and needs to be taken seriously. Any new physics
beyond the NMSM that may address the aesthetic issues men-
tioned here should not spoil the success of the NMSM.

Here, we list some possible directions for going beyond the
scope of the present work. The triviality and stability bounds
can be improved to two-loop level. Feasibility of collider
searches for S with mS > mh/2 needs further analysis. For
this mass region, indirect Dark Matter searches are of great in-
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Figure 4: The predictions for the elastic cross section, σel, as a function of mS, which

follows from the λ(mS) dependence dictated by the cosmic abundance. Also shown by

a dashed line is the exclusion limit from the CDMS experiment [6] .

falsify than are more complicated models, with much of the parameter space covered

by the next generation of experiments [4]. Most importantly, the projected sensitivities

of the CDMS-Soudan and Genius experiments will completely cover the range mS ≤ 50

GeV, for values of the Higgs mass between 110 and 140 GeV. As we show in the next

section, this range of masses and coupling constants has important implications for the

Higgs searches at colliders. On the other hand, there exists the possibility of completely

“hiding” the dark matter by choosing 0.4mh <∼ mS ≤ 0.5mh. In this case annihilation

at freeze-out is very efficient, requiring small λ’s which lead to elastic cross sections

suppressed to the level of 10−48 cm2. These levels of sensitivity to σel(nucleon) are not

likely to be achieved in the foreseeable future.

Our model of a singlet real scalar predicts a smaller signal for underground detectors

than does a model where the dark matter consists of N singlet scalars (including the

model considered in ref. [10], for which N = 2). This is because the abundance of every

individual species must be 1/N of the total dark matter abundance, Ωi = Ωtot/N . This

requires a larger annihilation rate at freeze-out for every species, and so an enhancement

14

bative analysis which we present. Couplings to all Standard Model fields are controlled

by the single parameter λ.

We now identify what constraints are implied for these couplings by general con-

siderations like vacuum stability or from the requirement that the vacuum produce an

acceptable symmetry-breaking pattern. These are most simply identified in unitary

gauge,
√

2H† = (h, 0) with real h, where the scalar potential takes the form:

V =
m2

0

2
S2 +

λ

2
S2h2 +

λS

4
S4 +

λh

4

(

h2 − v2
EW

)2
. (2.2)

λh and vEW = 246 GeV are the usual parameters of the Standard Model Higgs potential.

1. The Existence of a Vacuum: This potential is bounded from below provided

that the quartic couplings satisfy the following three conditions:

λS, λh ≥ 0 and (2.3)

λS λh ≥ λ2 for negative λ.

We shall assume that these relations are satisified and study the minima of the scalar

potential.

2. Desirable Symmetry Breaking Pattern: We demand the minimum of V to have

the following two properties: It must spontaneously break the electroweak gauge group,

〈h〉 &= 0; and it must not break the symmetry S → −S, so 〈S〉 = 0. The first of these

is an obvious requirement in order to have acceptable particle masses, while the second

is necessary in order to ensure the longevity of S in a natural way. (S particles must

survive the age of the universe in order to play their proposed present role as dark

matter.)

The configuration h &= 0 and S = 0 is a stationary point of V if and only if v2
EW

> 0,

in which case the extremum occurs at h2
ext = v2

EW
. This is a local minimum if and only

if

m2
0 + λ v2

EW
> 0. (2.4)

A second local minimum, with hext = 0 and S2
ext = −m2

0/λS, can also co-exist with the

desired minimum if λ > 0 and λ2 < λhλS. This second minimum is present so long

as m2
0 < 0 and −λm2

0 > λSλhv2
EW

. Even in this case, the minimum at Sext = 0 and

h2
ext = v2

EW
is deeper, and so is the potential’s global minimum, provided that

0 < −m2
0 < v2

EW

√

λhλS. (2.5)

5

Burgess, Pospelov, ter Veldhuis, ’01;
Davoudiasl, Kitano, Li, Murayama ’04

Davoudiasl, Kitano, Li, Murayama ’04
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Various physics can move it up or down - 
but this is a natural starting point
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TWO CROSS SECTIONS

• If I had to pick two numbers for the cross section that a WIMP 
would scatter with, they’d be 10-39 cm2 and 10-45 cm2. 

• It’s not the former.

• How will we get there?
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EVENT DISCRIMINATION

•Dark matter scatters off of nuclei, backgrounds 
scatter off of electrons

• Can you tell the two apart?

WIMP

nucleus

electron
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EVENT DISCRIMINATION

•Dark matter scatters off of nuclei, backgrounds 
scatter off of electrons

• Can you tell the two apart?
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E.G., CDMS
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THE RISE OF LIQUID NOBLES!"#$%&#'#"()$*"+

An order of magnitude this year!
February/March first results ~ 100 days

LUX (30000kg days)
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KEY EVENTS IN 2011

• XENON100 (Unblinding and first results)

• COUPP (First results)

• KIMS (1 year results)

• COGENT (Update)

• LUX begins
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PESSIMISM

SU(2) triplet (a “Wino”)

DM

DM

W

W

~10-46–47cm2, ~2 TeV

Hisano, Matsumoto, Nojiri, Saito ’05
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PESSIMISM!"#$%&#'#"()$*"+

LUX (30000kg days)
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WHAT IS A COMPELLING 
ASTROPHYSICAL (INDIRECT) 

SIGNAL?
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DISCOVERING A WIMP IN 
SPACE

• Gamma Ray Lines

• TeV Neutrinos from dwarfs/other unexpected 
sources

• TeV gammas from dwarfs/other unexpected 
sources

• TeV antimatter cosmic rays

• sub GeV signals
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Fig. 2.— a The HEAT positron fraction compared with best-fit model predictions with

an additional positron component arising from annihilating dark matter neutralinos. The

dashed curve is the baseline solar-modulated leaky-box secondary-production prediction [10],

renormalized by a factor of 0.85. The solid curve shows an increased positron content due

to annihilating 380 GeV/c2 neutralinos in the model of Kamionkowski and Turner [20]. The

dotted and dot-dash curves show an increased positron content due to annihilating 336 or

130 GeV/c2 neutralinos, respectively, in the model of Baltz and Edsjö [30]. b The HEAT

positron fraction compared with best-fit model predictions from astrophysical sources of

positrons that are in addition to secondary production mechanisms. The dashed curve is the

positron enhancement resulting from high-energy γ rays converting to e+e− pairs near the

magnetic poles of pulsars [19]. The dotted curve represents a positron enhancement due to

high-energy γ rays interacting with low-energy optical or UV photon fields [16]. The solid

curve shows the enhancement from cosmic-ray interactions within giant molecular clouds

[18].
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COSMIC RAYS: PAMELA/FERMI

Fermi/LAT collaboration

DM?
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COSMIC RAYS: PAMELA/FERMI

PAMELA sees no excess in 
antiprotons - excludes hadronic 
modes by order of magnitude 
(Cirelli et al, ’08, Donato et al, ’08)

The spectrum at PAMELA is very 
hard - not what you would expect 
from e.g., W’s

The cross sections needed are 
10-1000x the thermal cross section
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FREEZEOUT INTO A DARK 
PHOTON

χ

χ

f

f̄
←− time −→

“Classic” WIMP

8

a)

χ

χ

φ

φ

φ
...

mφ ∼ GeV

b)

χ

χ

φ

φ

FIG. 3: The annihilation diagrams χχ → φφ both with (a) and without (b) the Sommerfeld enhancements.

for ordinary WIMP annihilations, mediated by W/Z/γ exchange).

Because of the presence of a new light state, the annihilation χχ → φφ can, and naturally will, be significant. In

order not to spoil the success of nucleosynthesis, we cannot have very light new states in this sector, with a mass <∼ 10

MeV, in thermal equilibrium with the standard model; the simplest picture is therefore that all the light states in the

dark sector have a mass ∼ GeV. Without any special symmetries, there is no reason for any of these particles to be

exactly stable, and the lightest ones can therefore only decay back to standard model states, indeed many SM states

are also likely kinematically inaccessible, thus favoring ones that produce high energy positrons and electrons. This

mechanism was first utilized in [19] to generate a large positron signal with smaller π0 and p̄ signals. Consequently, an

important question is the tendency of φ to decay to leptons. This is a simple matter of how φ couples to the standard

model. (A more detailed discussion of this can be found in [30].)

A scalar φ can couple with a dilaton-like coupling φFµνFµν , which will produce photons and hadrons (via gluons).

Such a possibility will generally fail to produce a hard e+e− spectrum. A more promising approach would be to mix

φ with the standard model Higgs with a term κφ2h†h. Should φ acquire a vev 〈φ〉 ∼ mφ, then we yield a small mixing

with the standard model Higgs, and the φ will decay into the heaviest fermion pair available. For mφ
<∼ 200 MeV

it will decay directly to e+e−, while for 200 MeV<∼ mφ
<∼ 250 MeV, φ will decay dominantly to muons. Above that

hadronic states appear, and pion modes will dominate. Both e+e− and µ+µ− give good fits to the PAMELA data,

while e+e− gives a better fit to PAMELA+ATIC.

A pseudoscalar, while not yielding a Sommerfeld enhancement, could naturally be present in this new sector. Such

a particle would typically couple to the heaviest particle available, or through the axion analog of the dilaton coupling

above. Consequently, the decays of a pseudoscalar would be similar to those of the scalar.

A vector boson will naturally mix with electromagnetism via the operator F ′
µνFµν . This possibility was considered

some time ago in [40]. Such an operator will cause a vector φµ to couple directly to charge. Thus, for mφ
<∼ 2mµ it

will decay to e+e−, while for 2mµ
<∼ mφ

<∼ 2mπ it will decay equally to e+e− and µ+µ−. Above 2mπ, it will decay

40% e+e−, 40%µ+µ− and 20%π+π−. At these masses, no direct decays into π0’s will occur because they are neutral

and the hadrons are the appropriate degrees of freedom. At higher masses, where quarks and QCD are the appropriate

degrees of freedom, the φ will decay to quarks, producing a wider range of hadronic states, including π0’s, and, at

suitably high masses mφ
>∼ 2 GeV, antiprotons as well [66]. In addition to XDM [18], some other important examples

of theories under which dark matter interacts with new forces include WIMPless models [41], mirror dark matter [42]

and secluded dark matter [43].

Note that, while these interactions between the sectors can be small, they are all large enough to keep the dark

and standard model sectors in thermal equilibrium down to temperatures far beneath the dark matter mass, and (as

mentioned in the previous section), we can naturally get the correct thermal relic abundance with a weak-scale dark

matter mass and perturbative annihilation cross sections. Kinetic equilibrium in these models is naturally maintained

down to the temperature TCMB ∼ mφ [44].
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COSMIC RAYS: PAMELA/FERMI
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FIG. 3: The annihilation diagrams χχ → φφ both with (a) and without (b) the Sommerfeld enhancements.

for ordinary WIMP annihilations, mediated by W/Z/γ exchange).

Because of the presence of a new light state, the annihilation χχ → φφ can, and naturally will, be significant. In

order not to spoil the success of nucleosynthesis, we cannot have very light new states in this sector, with a mass <∼ 10

MeV, in thermal equilibrium with the standard model; the simplest picture is therefore that all the light states in the

dark sector have a mass ∼ GeV. Without any special symmetries, there is no reason for any of these particles to be

exactly stable, and the lightest ones can therefore only decay back to standard model states, indeed many SM states

are also likely kinematically inaccessible, thus favoring ones that produce high energy positrons and electrons. This

mechanism was first utilized in [19] to generate a large positron signal with smaller π0 and p̄ signals. Consequently, an

important question is the tendency of φ to decay to leptons. This is a simple matter of how φ couples to the standard

model. (A more detailed discussion of this can be found in [30].)

A scalar φ can couple with a dilaton-like coupling φFµνFµν , which will produce photons and hadrons (via gluons).

Such a possibility will generally fail to produce a hard e+e− spectrum. A more promising approach would be to mix

φ with the standard model Higgs with a term κφ2h†h. Should φ acquire a vev 〈φ〉 ∼ mφ, then we yield a small mixing

with the standard model Higgs, and the φ will decay into the heaviest fermion pair available. For mφ
<∼ 200 MeV

it will decay directly to e+e−, while for 200 MeV<∼ mφ
<∼ 250 MeV, φ will decay dominantly to muons. Above that

hadronic states appear, and pion modes will dominate. Both e+e− and µ+µ− give good fits to the PAMELA data,

while e+e− gives a better fit to PAMELA+ATIC.

A pseudoscalar, while not yielding a Sommerfeld enhancement, could naturally be present in this new sector. Such

a particle would typically couple to the heaviest particle available, or through the axion analog of the dilaton coupling

above. Consequently, the decays of a pseudoscalar would be similar to those of the scalar.

A vector boson will naturally mix with electromagnetism via the operator F ′
µνFµν . This possibility was considered

some time ago in [40]. Such an operator will cause a vector φµ to couple directly to charge. Thus, for mφ
<∼ 2mµ it

will decay to e+e−, while for 2mµ
<∼ mφ

<∼ 2mπ it will decay equally to e+e− and µ+µ−. Above 2mπ, it will decay

40% e+e−, 40%µ+µ− and 20%π+π−. At these masses, no direct decays into π0’s will occur because they are neutral

and the hadrons are the appropriate degrees of freedom. At higher masses, where quarks and QCD are the appropriate

degrees of freedom, the φ will decay to quarks, producing a wider range of hadronic states, including π0’s, and, at

suitably high masses mφ
>∼ 2 GeV, antiprotons as well [66]. In addition to XDM [18], some other important examples

of theories under which dark matter interacts with new forces include WIMPless models [41], mirror dark matter [42]

and secluded dark matter [43].

Note that, while these interactions between the sectors can be small, they are all large enough to keep the dark

and standard model sectors in thermal equilibrium down to temperatures far beneath the dark matter mass, and (as

mentioned in the previous section), we can naturally get the correct thermal relic abundance with a weak-scale dark

matter mass and perturbative annihilation cross sections. Kinetic equilibrium in these models is naturally maintained

down to the temperature TCMB ∼ mφ [44].

χ

χ
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A’

A’

f-

f+

mA’<GeV (no antiprotons, hard leptons)
(Finkbeiner, NW, arxiv 0702587v2; Cholis, Goodenough, NW arxiv 0802.2922)

Large cross section from Sommerfeld enhancement
Hisano, Nojiri, Matsumoto ’04; Cirelli+Strumia ’08; Arkani-Hamed et al ’08; Pospelov+Ritz ’08

(also possible: Breit-Wigner enhancement Ibe, Murayama, Yanagida ’08)
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COSMIC RAYS: PAMELA/FERMI

• Provides a consistent and testable DM interpretation

• But is it DM?

12

FIG. 1: Left: Allowed ranges of parameter space for fits within the 1σ, 90% confidence, and 2σ error bars to PAMELA only (in
decreasing intensity of red), Fermi only (in decreasing intensity of gray), and for simultaneous fits to both PAMELA and Fermi
(in decreasing intensity of purple). Yellow crosses indicate benchmark points. Right: As in left, with curves showing the boost
factors for a range of mass splittings δ such that Ωh2 = 0.1120 (dashed). The CMB constraints are met for the solid portions
of the curves. Results are shown for 800 GeV ≤ mχ ≤ 3 TeV only. All preferred regions shown here assume ρ0 = 0.4 GeV/cm3

and no contribution to the signal from DM substructure; any substructure correction (e.g. [80]) will shift the preferred regions
to lower boost factors.

Finkbeiner et al,  arxiv1011.3082 

12

FIG. 1: Left: Allowed ranges of parameter space for fits within the 1σ, 90% confidence, and 2σ error bars to PAMELA only (in
decreasing intensity of red), Fermi only (in decreasing intensity of gray), and for simultaneous fits to both PAMELA and Fermi
(in decreasing intensity of purple). Yellow crosses indicate benchmark points. Right: As in left, with curves showing the boost
factors for a range of mass splittings δ such that Ωh2 = 0.1120 (dashed). The CMB constraints are met for the solid portions
of the curves. Results are shown for 800 GeV ≤ mχ ≤ 3 TeV only. All preferred regions shown here assume ρ0 = 0.4 GeV/cm3

and no contribution to the signal from DM substructure; any substructure correction (e.g. [80]) will shift the preferred regions
to lower boost factors.
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TeV Gamma Rays from Geminga and the Origin of the GeV Positron Excess

Hasan Yüksel,1 Matthew D. Kistler,2 and Todor Stanev1

1Bartol Research Institute and Department of Physics andAstronomy, University of Delaware, Newark, Delaware 19716
2Center for Cosmology and Astro-Particle Physics and Department of Physics, Ohio State University, Columbus, Ohio 43210

(Dated: May 5, 2009)

The Geminga pulsar has long been one of the most intriguing MeV–GeV gamma-ray point sources.
We examine the implications of the recent Milagro detection of extended, multi-TeV gamma-ray
emission from Geminga, finding that this reveals the existence of an ancient, powerful cosmic-ray
accelerator that can plausibly account for the multi-GeV positron excess that has evaded explana-
tion. We explore a number of testable predictions for gamma-ray and electron/positron experiments
(up to ∼ 100 TeV) that can confirm the first “direct” detection of a cosmic-ray source.

PACS numbers: 95.85.Ry, 98.70.Rz, 98.70.-f

Introduction.— Geminga holds a place of distinction
among gamma-ray sources, being the first pulsar to be
discovered through gamma rays, with a history of obser-
vations through a variety of techniques [1]. While one
of the brightest MeV–GeV gamma-ray point sources in
the sky, there was no certain evidence of high-energy ac-
tivity beyond the immediate neighborhood of the pulsar
or its x-ray pulsar wind nebula (PWN) until the recent
detection by Milagro of gamma rays at ∼ 20 TeV from
a region of ∼ 3◦ around the pulsar [2, 3]. This detection
places Geminga among the growing class of TeV PWNe
(e.g., [4, 5]) and is important for understanding aged pul-
sars and their winds. An immediate consequence is the
existence of a population of high-energy particles.

The relative proximity of Geminga raises an interesting
possibility, namely that these high-energy particles, most
likely electrons and positrons, may be at the root of the
explanation of the “positron excess”, the observed [6, 7,
8] overabundance of multi-GeV positrons as compared
to theoretical expectations [9] (see Fig. 1). Severe energy
losses of high-energy positrons require a local source of
some kind [10], such as Geminga [11] or even dark matter
through its annihilation products [12].

Here, we connect the Milagro TeV gamma-ray “halo”
to electrons and positrons with energies up to at least
100 TeV, expected to be accelerated in PWNe (e.g.,
[13, 14]; for a review see [15]), and present several pre-
dictions. Principally, while Geminga is apparently young
enough to still produce high-energy particles, it is old
enough that multi-GeV electrons and positrons from its
more active past could have made it to Earth. The ex-
tended gamma-ray emission is strong evidence for e± pro-
duction, acceleration, and escape, suggesting an explana-
tion of the positron excess. Moreover, this single nearest
high-energy astrophysical source can reasonably account
for the e− + e+ spectrum as measured by Fermi [16] and
HESS [17, 18] with an extension to energies beyond sev-
eral TeV, where no signal might be expected otherwise.

The Gamma-ray Source Next Door.— The observation

of high-energy gamma rays from an astrophysical source
implies the presence of higher-energy particles, typically
e± or protons, that gave rise to them. One striking ele-
ment of the observation of ∼ 20 TeV gamma rays (with a
significance of 4.9 σ in the PSF-smoothed map [2], 6.3 σ
for an extended source [3]) from Geminga by Milagro is
the extent of the emission, θ ∼ 3◦ [2], which corresponds
to a physical size of sG ∼ 10 pc (θG/3◦)(rG/200 pc),
where rG is the distance to Geminga. Since the angu-
lar resolution of Milagro is better than a degree and the
characteristic age of the pulsar, tG ∼ 3 × 105 yr [19],
seemingly excludes a typical TeV supernova remnant, we
shall consider an extended PWN with emission from a
much larger region than seen in x-rays [20, 21]. We will
draw guidance from the TeV-PWN HESS J1825–137 [4],
which, while only a tenth the age of Geminga, would
appear tens of degrees wide if placed at rG ∼ 200 pc.

We first examine whether the gamma rays can be ex-
plained through inverse-Compton (IC) up-scattering of
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since the diffusion solution may transition [27] to a wind-
like n ∝ r−2 form (as does HESS J1825–137 [4]) near the
source, although the data allow no firm conclusions.

For a continuously emitting source such as Geminga,
the injection rate can be parametrized as dṄ/dγ ∝
Le±(t)γ−αe−γ/γmax , with Le± the e± luminosity. The lo-

cal particle density is n"(γ) =
∫ tG dt n(rG, t, γ). Assum-

ing braking via magnetic dipole radiation, the spin-down
luminosity evolves as ∝ (1 + t/t0)−2 [28], with a pulsar-
dependent timescale, t0, and Le±(t) = (EG/tG) [1+(tG−

t)/t0]−2/
∫ tG dt′[1 + (tG − t′)/t0]−2. For t0 ∼ 3 × 104 yr,

the present spin-down power, ∼ 1034.5 erg s−1, corre-
sponds to an upper limit on the total e± output of
∼ 5 × 1048 erg (larger for smaller t0 [25]). Geminga’s
transverse velocity is ∼ 200 km s−1 [29]. A similar radial
velocity would result in a ∼ 100 pc displacement in tG.

In Fig. 3, we display the local flux of e− + e+,
J" = (c/4π)n", from our benchmark model of α = 2,
within a reasonable range of parameters. These have dis-
tances varying (from birth → present) as rG = 150 →
250 pc, 220 pc, 250 → 200 pc; e± energy budgets of
EG = 1 , 2 , 3 × 1048 erg; and δ = 0.4 , 0.5 , 0.6, respec-
tively (lower dotted, solid, dashed lines). The energy in
e± estimated for several younger TeV PWN are at least
as large as these (e.g., [4, 5, 23]). Since the bulk of the
energy is released in this early spin-down phase, the ini-
tial location is the most important. Adding to these the
primary e− spectrum of Moskalenko and Strong [9], with
the normalization decreased by 35% and an added ex-
ponential cutoff at 2 TeV (in order to not exceed HESS
data), yields the total e− + e+ flux (upper lines).

The spectral feature at ∼ 1 TeV naturally results from
a combination of energy losses and pulsar age and dis-
tance (see Fig. 4 of Ref. [11] for comparison). The multi-

TeV extension (beyond the last HESS point) is due to the
continuous injection of particles, as evidenced by the Mi-
lagro observations today. Combining these with the ex-
pectations for the secondary e± fluxes [9] (see also [30]),
we compare our positron fraction to measurements in
Fig. 1 (note that solar modulation may account for dis-
agreements between data below ∼ 10 GeV [8, 31]).

It is thus plausible that Geminga is the long-sought [32]
local source of electrons and positrons, influencing the
spectra measured by Fermi [16] (down to tens of GeV)
and HESS [17, 18] in the TeV, although we emphasize
that certain parameters and the underlying Galactic pri-
mary spectrum remain uncertain. The PAMELA [33]
and AMS [34] experiments can measure the e− and e+

spectra separately to isolate this component (since the
e− spectrum from Geminga should be identical to the
e+).

Conclusions.— The discovery of high-energy gamma
rays from an extended region around Geminga by Mila-
gro reveals the presence of >

∼ 100 TeV e±, as observed
indirectly within the x-ray PWN [20, 21]. A considerable
amount of data should become available as new experi-
ments examine the surrounding area. This will help in
developing more detailed models that account for both
time and spatial evolution in the e± spectra, directly
coupled to cosmic-ray propagation [35]. One need is a
better-determined distance, the most recent quoted be-
ing rG ∼ 250+120

−62 pc [29]. We briefly discuss implications
for several categories of experiments.

Fermi: While the observed features of Geminga will
depend upon details such as whether the source is roughly
spherical or preferentially oriented, we would generally
expect the source to become “larger” with decreasing
energy, reflecting the decrease in IC cooling time with
energy. Our inspection of the point-source subtracted
sky map from EGRET [36] indicates emission in the
GeV range of a size comparable to the Milagro source.
Fermi [37] should be able to more effectively separate the
bright pulsed signal to study diffuse emission.

TeV gamma rays: Obtaining a detailed spectrum and
morphology of the source in the TeV regime will be vi-
tal for further interpretation of the nature of the parti-
cles present. Already, VERITAS [38] has placed rather-
tight upper limits on a point source at the location of
Geminga [39]. Further study of the expected extended
source is needed to better estimate the total energet-
ics. In HESS J1825–137, the surface brightness was seen
to drop off as ∼ 1/θ, inconsistent with pure diffusion
and suggestive of convection, and the gamma-ray spec-
trum was measured to soften with increasing distance
from its pulsar [4]. We expect similar behavior from
Geminga if the same mechanisms are at work, the lat-
ter of which would be a distinct signature of e± cool-
ing [4]. Also, studying the extended TeV emission from
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provide a possible explanation for these features. Indeed,
the electron/positron emission from a few nearby (up to
a few hundreds of parsec distance) pulsars may give rise
to observable anisotropies.

In order to evaluate the contribution of Galactic
sources to the CRE anisotropy, we have performed a
simulation with the GALPROP code [30], assuming a
model that has been already used to interpret the CRE
spectrum measured by the Fermi-LAT [11]. In this
model, the electron injection spectrum was assumed to
be described by a broken power law with a spectral
index of 1.6 (2.7) below (above) 4 GeV, and the diffusion
coefficient was parameterized according to the usual
power-law energy dependenceD(E) = D0(

E
E0

)0.33, where

D0 = 5.8 × 1028cm2s−1 and E0 = 4 GeV. The diffusive
reacceleration was characterized by an Alfven velocity
vA =30 km s−1 and the halo height was set to 4 kpc.

The top panel of Fig. 9 shows the GALPROP
predictions for the CRE energy spectrum together with
the Fermi-LAT [11] and H.E.S.S. data [31, 32] (only
statistical errors are shown). In the same panel, the
fluxes expected from individual sources located in the
Vela (290 pc distance and 1.1×104 yr age) and Monogem
(290 pc distance and 1.1 × 105 yr age) positions are
also shown. For the single sources, we have adopted an
instantaneous injection spectrum of an electron source,
i.e. a burst-like spectrum in which the duration of the
emission is much shorter than the travel time from the
source, described by a power law with index Γ = 1.7 and
with an exponential cut-off Ecut=1.1 TeV, i.e. Q(E) =
Q0 E(GeV )−Γ exp(−E/Ecut). The spectrum of CREs
at the solar system can be evaluated from the following
equation [27]:
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FIG. 9: Top panel: e+e− spectrum evaluated with
GALPROP and for single sources by means of Eq. 18. Solid
line: GALPROP spectrum; long dashed line: Monogem
source; long-dot dashed line: Vela source; dashed line:
GALPROP+Monogem; dot-dashed line: GALPROP+Vela;
circles: Fermi-LAT data [11]; triangles: H.E.S.S. data
[31, 32]. Bottom panel: Dipole anisotropy δ versus the
minimum energy for GALPROP (solid line), Monogem source
(dashed line), and Vela source (dotted line). The 95 %
CL from the data is also shown with circles. The solar
modulation was treated using the force-field approximation
with Φ=550 MV [45].
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(
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(

−
E
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)
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(

−
r2i
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)
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For both sources, the value of the normalization constant
Q0 has been chosen to obtain a total flux not higher
than that measured by the Fermi-LAT and H.E.S.S. (top
panel of Fig. 9).
The bottom panel of Fig. 9 shows the dipole anisotropy

as a function of minimum energy, calculated using the
e+e− spectrum evaluated with GALPROP by means

Monogem

Vela GALPROP

Sunday, February 27, 2011



A RESOLUTION IN 2013?
9

0 500 1000 1500 2000
L

0

2000

4000

6000

L(
L+

1)
 C

L /
 2
! 

[µ
K2 ]

no DM annihilation
1 GeV e+e-

1000 GeV W+W-

2500 GeV XDM µ+µ-

0 500 1000 1500 2000
L

-150

-100

-50

0

50

100

150

L(
L+

1)
 C

L /
 2
! 

[µ
K2 ]

no DM annihilation
1 GeV e+e-

1000 GeV W+W-

2500 GeV XDM µ+µ-

0 500 1000 1500 2000
L

0

20

40

60

L(
L+

1)
 C

L /
 2
! 

[µ
K2 ]

no DM annihilation
1 GeV e+e-

1000 GeV W+W-

2500 GeV XDM µ+µ-

FIG. 5: CMB power spectra for three different DM annihilation models, with power injection normalized to that of a 1 GeV
WIMP with thermal relic cross section and f = 1, compared to a baseline model with no DM annihilation. The models give
similar results for the TT (left), TE (middle), and EE (right) power spectra. This suggests that the CMB is sensitive to only
one parameter, the average power injected around recombination. All curves employ the WMAP5 fiducial cosmology: the
effects of DM annihilation can be compensated to a large degree by adjusting ns and σ8 [4].

known to within a factor of ∼ 2 (which is then squared
to determine the annihilation rate), and density enhance-
ments from local substructure could also contribute an
O(1) boost to the cosmic-ray flux. The excess measured
by Fermi requires generically smaller boost factors than
ATIC, by a factor of ∼ 2 − 3: such models are not ruled
out by WMAP5 even without taking into account astro-
physical uncertainties, but will be constrained by Planck.

The degree of uniformity between the models should
not be surprising, despite the wide range of masses and
boost factors. The variations in f(z) between different
channels arise in large part from the energy carried away
by annihilation products other than photons and elec-
trons – but these annihilation products also do not con-
tribute to the cosmic-ray excesses measured at ATIC and
PAMELA. The cosmic-ray excesses are more sensitive
measures of the high-energy spectrum of the annihilation
products than the CMB, whereas the CMB is sensitive to
soft photons and electrons which may be absorbed into
the background in cosmic-ray measurements, but to a
first approximation both measurements are simply prob-
ing the total power in electrons (at least when the power
in photons produced by annihilation is small).

B. Implications for Sommerfeld-enhanced DM
annihilation

As described in the Introduction, the CMB has the po-
tential to act as an especially sensitive probe of DM mod-
els with Sommerfeld-enhanced annihilation. The sim-
plest example of the Sommerfeld enhancement with a
massive mediator is the case of WIMPs interacting via a
Yukawa potential. More complicated models can contain
small mass splittings among the dark sector particles,

and multiple light force carriers (e.g. [23]), but in this
work we will consider only the simplest case.

If the dark matter particle couples to a scalar media-
tor φ with coupling strength λ, then the enhancement is
solely determined by the dimensionless parameters,

εv =
(v/c)

α
, εφ =

mφ

αMDM
, (5)

where α = λ2/4π. In the limit where the φ mass goes to
zero (εφ → 0), the enhancement to the annihilation cross
section – denoted S – can be determined analytically, and
S ∼ π/εv at low velocities. For nonzero εφ, there are two
important qualitative differences. The first is that the
Sommerfeld enhancement saturates at low velocity–the
attractive force has a finite range, and this limits how
large the enhancement can become. Once the deBroglie
wavelength of the particle (MDMv)−1 exceeds the range
of the interaction m−1

φ , or equivalently once εv drops
beneath εφ, the Sommerfeld enhancement saturates at
S ∼ 1

εφ
[23]. The second effect is that for specific values

of εφ, resonances occur where the enhancement scales as
∼ 1/ε2v instead of ∼ 1/εv, potentially increasing the en-
hancement factor by several orders of magnitude. In the
resonant case the velocity at which the enhancement sat-
urates is also smaller than in the non-resonant case (for
the same value of εφ).

1. Saturation of the enhancement

At first glance it might appear that our calculation
would not apply to Sommerfeld-enhanced models, due
to the variation of the enhancement with velocity, since
we have assumed a constant 〈σAv〉 with respect to z.
However, for models which are not already ruled out
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WHAT WOULD DO IT?

• Suppose the PAMELA signal is from dark matter

•No anisotropy detected for any pulsar away from the GC

• Polarization signal in CMB consistent w/ DM

• Is that enough?

NB: Also decaying models
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COSMIC RAYS: PAMELA/FERMI
•Motivates sub-GeV dark photon (determined by spectrum of 

positrons); typically 10 MeV < mA’< ~GeV
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FIG. 3: The annihilation diagrams χχ → φφ both with (a) and without (b) the Sommerfeld enhancements.

for ordinary WIMP annihilations, mediated by W/Z/γ exchange).

Because of the presence of a new light state, the annihilation χχ → φφ can, and naturally will, be significant. In

order not to spoil the success of nucleosynthesis, we cannot have very light new states in this sector, with a mass <∼ 10

MeV, in thermal equilibrium with the standard model; the simplest picture is therefore that all the light states in the

dark sector have a mass ∼ GeV. Without any special symmetries, there is no reason for any of these particles to be

exactly stable, and the lightest ones can therefore only decay back to standard model states, indeed many SM states

are also likely kinematically inaccessible, thus favoring ones that produce high energy positrons and electrons. This

mechanism was first utilized in [19] to generate a large positron signal with smaller π0 and p̄ signals. Consequently, an

important question is the tendency of φ to decay to leptons. This is a simple matter of how φ couples to the standard

model. (A more detailed discussion of this can be found in [30].)

A scalar φ can couple with a dilaton-like coupling φFµνFµν , which will produce photons and hadrons (via gluons).

Such a possibility will generally fail to produce a hard e+e− spectrum. A more promising approach would be to mix

φ with the standard model Higgs with a term κφ2h†h. Should φ acquire a vev 〈φ〉 ∼ mφ, then we yield a small mixing

with the standard model Higgs, and the φ will decay into the heaviest fermion pair available. For mφ
<∼ 200 MeV

it will decay directly to e+e−, while for 200 MeV<∼ mφ
<∼ 250 MeV, φ will decay dominantly to muons. Above that

hadronic states appear, and pion modes will dominate. Both e+e− and µ+µ− give good fits to the PAMELA data,

while e+e− gives a better fit to PAMELA+ATIC.

A pseudoscalar, while not yielding a Sommerfeld enhancement, could naturally be present in this new sector. Such

a particle would typically couple to the heaviest particle available, or through the axion analog of the dilaton coupling

above. Consequently, the decays of a pseudoscalar would be similar to those of the scalar.

A vector boson will naturally mix with electromagnetism via the operator F ′
µνFµν . This possibility was considered

some time ago in [40]. Such an operator will cause a vector φµ to couple directly to charge. Thus, for mφ
<∼ 2mµ it

will decay to e+e−, while for 2mµ
<∼ mφ

<∼ 2mπ it will decay equally to e+e− and µ+µ−. Above 2mπ, it will decay

40% e+e−, 40%µ+µ− and 20%π+π−. At these masses, no direct decays into π0’s will occur because they are neutral

and the hadrons are the appropriate degrees of freedom. At higher masses, where quarks and QCD are the appropriate

degrees of freedom, the φ will decay to quarks, producing a wider range of hadronic states, including π0’s, and, at

suitably high masses mφ
>∼ 2 GeV, antiprotons as well [66]. In addition to XDM [18], some other important examples

of theories under which dark matter interacts with new forces include WIMPless models [41], mirror dark matter [42]

and secluded dark matter [43].

Note that, while these interactions between the sectors can be small, they are all large enough to keep the dark

and standard model sectors in thermal equilibrium down to temperatures far beneath the dark matter mass, and (as

mentioned in the previous section), we can naturally get the correct thermal relic abundance with a weak-scale dark

matter mass and perturbative annihilation cross sections. Kinetic equilibrium in these models is naturally maintained

down to the temperature TCMB ∼ mφ [44].

χ

χ

A’

A’

doesn’t depend on α’  
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SEARCHES AT LOW 
ENERGY

• Very weakly coupled, ~ GeV mass state

• LHC/Tevatron not the best place to make it
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FIG. 5: The layout of the experimental setup — see text for

details.

positron and one of the electrons, gives a spectrometer

efficiency of ∼ 0.14%.

IV. EXPERIMENTAL SETUP

In this section, we describe the experimental setup of

the APEX experiment in JLab Hall A. Many of these

features are also readily adaptable to other experimental

facilities.

The APEX experiment will measure the invariant mass

spectrum of e+e− pairs produced by an incident beam

of electrons on a tungsten target. The experiment uses

the two high-resolution spectrometers (HRS) [82] avail-

able in Hall A at JLab (see Table I for design specifica-

tions), together with a septum magnet constructed for

the PREX experiment [26], see Figure 5. The physical

angle of the HRS with respect to the beam line does not

go below ∼ 12
◦
, but the septum allows smaller angles to

be probed down to ∼ 4
◦ − 5

◦
by bending charged tracks

outward. The detector package in each HRS available in

JLab Hall A includes two vertical drift chambers (VDC),

the single photo-multiplier tube (PMT) trigger scintilla-

tor counter (“S0 counter”), the Gas Cherenkov counter,

the segmented high-resolution scintilator hodoscope, and

the double-layer lead-glass shower counter.

The electron beam has a current of 80 µA (correspond-

ing to ∼ 7 C on target per day!), and will be incident on

a solid target located on a target ladder in a standard

scattering chamber. The target will be made of tungsten

wires strung together in a horizontal plane orthogonal to

the beam direction. The target plane will be mounted at

an angle of about 10 mrad with respect to the horizontal

plane. The beam will be rastered by ±0.25 mm in the

horizontal and ±2.5 mm in the vertical direction to avoid

melting the target.

The electron will be detected in the the right HRS

(HRS-R) and the positron will be detected in the left

HRS (HRS-L). The trigger will be formed by a coinci-

dence of two signals from the S0 counters of the two arms

Beam

zig−zag tilted target

5

0.5
o

o

.

.

0.01 mm diameter W wires

Electrons

Positrons

FIG. 6: The top view of the tilted target. The beam is

rastered over an area 0.5×5 mm
2
(the latter is in the ver-

tical direction). The beam intersects the target in four areas

spread over almost 500 mm. Pair components will be de-

tected by two HRS spectrometers at a central angle of ±5
◦
.

Each zig-zag of the target plane is tilted with respect to the

beam by 0.5
◦
and consists of a plane of parallel wires perpen-

dicular to the beam. This reduces the multiple scattering of

the outgoing e+e− pair (produced in a prompt A�
decay), as

described in the text.

and a coincidence of the signal in the S0 counters with

a signal from the Gas Cherenkov counter of the HRS-L

(positive polarity arm). A timing window of 20 ns will be

used for the first coincidence and 40 ns for the second co-

incidence. The resulting signal will be used as a primary

trigger of data acquisition (DAQ). An additional logic

will be arranged with a 100 ns wide coincidence window

between signals from the S0 counters. This second type

of trigger will be prescaled by a factor 20 for DAQ, and

is used to evaluate the performance of the primary trig-

ger. Most of the DAQ rate will come from events with

a coincident electron and positron within a 20 ns time

interval.

Note that since we want to search for a narrow peak

in the invariant mass spectrum of e+e− pairs, which re-

quires a high level of statistical precision, it is especially

important to have a very small level of systematics and a

smooth invariant mass acceptance. In [1], we show that

APEX has these properties.

A. The long tilted target

The experiment will utilize the standard Hall A scat-

tering chamber as it is used by the PREX experiment,

with a target consisting of a 50-cm-long tilted wire mesh

plane. The concept of the target is presented in Figures 6

and 7. The wires comprising each plane are perpendicu-

lar to the beam-line. The tilt angle of 10 mrad is sufficient

to ensure stability of the beam-target geometry, and at

the same time such a tilt angle is 10 times smaller than

the central angle to the HRS, which results in a reduc-

tion of the path length traversed by the produced e+e−

pairs. The wires comprising of each zig-zag plane are

spaced so that outgoing e+e− pairs coming from prompt

A�
decays inside a wire only travel through a single wire

(for some configurations, the outgoing e+e− pair may not

have to traverse any wire if the A�
does not decay inside
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FIG. 5: Left: Experimental scenario for a small two-arm spectrometer for benchmark point B (� ∼ 3 × 10−5, mA� ∼ 200
MeV). An electron beam is incident upon a thin 0.1 radiation length tungsten target. A small two-arm spectrometer with
silicon-strip trackers and a fast calorimeter or scintillator trigger is downstream from the target. Signal events are identified by
requiring a displaced vertex ∼ 1 cm behind the target. More details are given in the text. Right: Regions corresponding to 10
or more events within acceptance in 106 sec for three different geometries. From right to left: 6 GeV electron beam at 100 nA
(0.1 C delivered), with angular acceptance from 20 to 55 mrad and a 1 m long detector (solid red line); 6 GeV beam at 5 nA
(5× 10−3 C delivered), with angular acceptance from 10 to 27 mrad in a 2 m-long detector region (dashed darker red line); and
2 GeV beam at 0.5 nA (5× 10−4 C delivered) with the same geometry as the dashed red line (solid dark red line). In all cases,
we require that the A� carry at least 83% of the beam energy, the track impact parameters at the target exceed 50 µm, and
the reconstructed vertex displacement exceed 1 cm. We assume 50% φ coverage. Gray contours and Orange Stripe: exclusions
from past experiments (E137 and E141) and the region that explains DAMA/LIBRA in a simple model — see Figure 1 for
more details.

within ∼ 5− 10 cm.
Another basic requirement is that the occupancy in the

tracking system be acceptably low. High-resolution sili-
con strip detectors are beneficial in this regard. Within
a cone of opening angle of 10 mrad at a distance of 50
cm downstream of the target, we estimate that the den-
sity of electrons and photons produced in the target with
energy above 1 MeV is of order 109/cm2/s [58]. In this
scenario, the silicon is placed further from the beam, but
this rate serves as a rough upper bound, which would give
one percent occupancy for a 1 cm × 25 µm strip. While
these numbers are encouraging, a serious simulation is
certainly required.

C. Silicon Strip Layers in a Diffuse Electron Beam;
� = 10−4; mA� = 50 MeV

At even higher � and lower masses, there exists the
option of halving the number of silicon strip tracking ele-
ments and placing them directly into a defocused primary
electron beam of low intensity. For this study, we choose
the beam size to be about 1 cm × 1 cm and the beam
energy to be 1 GeV. The beam intensity is limited by
silicon occupancy to about 108 e−/s, if we require occu-
pancy of about 1% in 1 cm × 25 µm strips with a timing
window of 20 – 50 ns.

Triggering is again accomplished by a calorimeter, with
a strategy similar to case B and the same limitations. For
A� masses of 20–50 MeV, decay opening angles ∼ 20−50
mrad are anticipated, so the calorimeter must extend
close to the beam. For simplicity we consider an an-
nular calorimeter with angular coverage above 20 mrad
(for example, located at 2.5 meters from the target, with
inner radius of 5 cm). The beam electrons emerge from
a 0.1 radiation-length tungsten target in a Molière dis-
tribution, with typical transverse momenta of 5 MeV.
Therefore less than 1% of the electron beam hits the
calorimeter, leading to a <∼ 1 MHz singles rate, which
is high but manageable for a trigger requiring two hits.

With these parameters the A� production rate is about
1 every ten hours. Off-line track reconstruction can
be used to remove the backgrounds associated with
the Coulomb scattering pile-up and other background
sources, in particular Bethe-Heitler pair production from
the target. The quality of the experiment will depend
crucially on the precision of the vertex reconstruction
using the silicon strip information. Our sample point
has typical impact parameter ∼ 160 µm and laboratory
decay lengths of order 2.3 mm, which should be cleanly
resolvable. The sensitivity of this configuration, assum-
ing several different resolutions, is illustrated in Figure
6.

For smaller masses, the calorimeter must be placed at

9

(as mentioned previously, similar considerations apply
to pseudo-vectors, scalars, and pseudo-scalars with sub-
GeV mass that couple to electrons). It is useful to param-
eterize the coupling g� of the A� to electrons by a dimen-
sionless � ≡ g�/e, where e is the electron charge. Cross-
sections for A� production then scale as α�/α = �2, where
α� = g�2/(4π) and α = e2/(4π) are the fine-structure con-
stants for the dark photon and ordinary electromagnetic
interactions, respectively. This experiment will search
for A� bosons with mass mA� ∼ 65 MeV – 550 MeV and
α�/α � 6 × 10−8, which can be produced by a reaction
analogous to photon bremsstrahlung (see §III) and de-
cays promptly to e+e− or other charged particle pairs.
We refer the reader to Figure 1 for a summary of the
reach of this experiment.
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FIG. 1: Anticipated 2σ sensitivity in α�/α = �2 for the A�

experiment (APEX) at Hall A in JLab (thick blue line), with

existing constraints on an A�
from electron and muon anoma-

lous magnetic moment measurements, ae and aµ (see [27]),

the BaBar search for Υ(3S) → γµ+µ−
[28], and three beam

dump experiments, E137, E141, and E774 [29–31] (see [3]).

The aµ and Υ(3S) limits assume equal-strength couplings to

electrons and muons. The red region indicates the region of

greatest theoretical interest, as described in the text. The

gray dashed line indicates the scale used for other plots in

this paper. The irregularity of the reach is an artifact of com-

bining several different run settings (see Table II). The precise

mass range probed by this type of experiment can be varied by

changing the spectrometer angular settings and/or the beam

energies. We stress this point as other experimental facilities

may be able to perform experiments similar to APEX, but

targeting complementary regions of parameter space.

A. Motivation for New Physics Near the GeV Scale

New light vector particles, matter states, and their as-
sociated interactions are ubiquitous in extensions of the
Standard Model [2, 32–40]. However, the symmetries of
the Standard Model restrict the interaction of ordinary
matter with such new states. Indeed, most interactions
consistent with Standard Model gauge symmetries and
Lorentz invariance have couplings suppressed by a high
mass scale. One of the few unsuppressed interactions is
the coupling of charged Standard Model particles ψ

δL = g�A�
µψ̄γ

µψ (1)

to a new gauge boson A�, which is quite poorly con-
strained for small g� (see Figure 1)[3]. Similar couplings
between the A� and other Standard Model fermions
are also allowed, with relations between their couplings
(anomaly cancellation) required for the A� gauge symme-
try to be quantum-mechanically consistent. For example,
the A� can couple only to electrons and muons, with op-
posite charges g�e = −g�µ ( a U(1)e−µ boson), or can have
couplings proportional to the electromagnetic charges qi
of each fermion, gi = �eqi.
A� couplings to Standard Model matter with the lat-

ter structure can be induced by ordinary electromagnetic
interactions through the kinetic mixing interaction pro-
posed by Holdom [2],

δL =
�Y
2
F �
µνF

µν
Y , (2)

where F �
µν = ∂µA�

ν − ∂νA�
µ is the field strength of the

A� gauge boson, and similarly Fµν
Y is the hypercharge

field strength. This effect is generic, ensures that the
A� interactions respect parity, and (as we discuss below)
naturally produces small g� and A� masses near the GeV
scale. This mixing is equivalent in low-energy interac-
tions to assigning a charge �eqi to Standard Model parti-
cles of electromagnetic charge qi, where � = �Y /(cos θW )
and θW is the Weinberg mixing angle. The A� couplings
to neutrinos and parity-violating couplings are negligible
compared to Z-mediated effects (see e.g. [13]).
As noted in [2], a new gauge boson A� that does not

couple to Standard Model matter at a classical level
can still couple through quantum-mechanical corrections.
For example, loops of any particle X that couples to both
the A� and Standard Model hypercharge generates mix-
ing of the form (2), with

� ∼ 10−3 − 10−2 (α�/α ∼ 10−6 − 10−4). (3)

These quantum effects are significant regardless of the
mass mX of the particle in question, which could be well
above the TeV scale (or even at the Planck scale) and
thus evade detection.
Smaller � are expected if nature has enhanced sym-

metry at high energies. For example, it has been con-
jectured that the strong and electroweak gauge groups
of the Standard Model are embedded in a grand unified

3
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FIG. 7. Exclusion limits with 90% confidence level in terms
of relative coupling α′/α = ε2 (color online). Also shown are
the previous results by BaBar [10] and for aµ of the muon [1].

RESULTS AND INTERPRETATION

In order to interpret the result in terms of the effective
coupling ε of a possible dark photon candidate, a model
for the production process has to be used. Unfortunately,
it turns out that the Weizsäcker-Williams-approximation
used in Ref. [7] fails in this energy range by orders of
magnitude, mainly since the recoil of the nucleus cannot
be neglected. Taking into account the nuclear recoil, the
peak at (Ee++Ee−) = E0 in Ref. [7] is regularized and the
cross section at this point becomes zero. In addition, the
assumption of a real initial photon exactly in direction
of the electron beam introduces a peak in the angular
distribution, which is not present in electro-production
due to helicity conservation of the scattered electron.

Instead, we used as a model for the γ′ production the
coherent electro-production from the Tantalum nucleus,
calculated as the coherent sum of the graphs of Fig. 1.
The charge distribution of Tantalum was approximated
as a solid sphere. For the QED background we used the
coherent sum of the graphs of Fig. 2. The corresponding
cross sections were included on an event by event basis
in the simulation. The simulation including this model
shows excellent agreement with data, as demonstrated
in Fig. 6, where the background subtracted yields as an
estimate for the QED background graphs is compared to
the simulation of this process.

The remaining model dependence of this interpretation
mainly affects the nuclear vertex, since e.g. the possible
breakup of the recoil nucleus is neglected. Since this

vertex is common to both the signal and the QED back-
ground channels, to further reduce the model dependence
we use only the ratio of signal to QED background of
the simulation in addition to the accidental background.
The ratio can be translated to the effective coupling for
a given mass resolution δm by using Eqn. (19) of Ref. [7]

dσ(X → γ′ Y → e+e−Y)

dσ(X → γ∗Y → e+e−Y)
=

3π

2Nf

ε2

α

mγ′

δm

and the measured event rate as estimate for the back-
ground channel. The number of final states Nf includes
the ratio of phase space for the corresponding decays
above the µ+µ− threshold.
Figure 7 shows the result of this experiment in terms

of the ratio of the effective coupling to the fine structure
constant α′/α = ε2. For clarity of the figure, the ex-
clusion limit was averaged. Also shown are the existing
limits published by BaBar [10] and the Standard Model
prediction [1] of the muon anomalous magnetic moment
aµ = gµ/2 − 1. The existing exclusion limit has been
extended by an order of magnitude.
In this experiment, the discovery potential of the ex-

isting high luminosity electron accelerators has been
demonstrated. The background conditions are well under
control due to excellent timing and missing mass resolu-
tion. An extensive program to cover further mass regions
with similar experiments is planned at MAMI and Jef-
ferson Lab [11].
The authors would like to thank the MAMI accelera-

tor group for providing the excellent beam quality and
intensity necessary for this experiment, and T. Beranek
for fruitful discussions on the QED calculations. This
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Palatinate and by the Deutsche Forschungsgemeinschaft
with the Collaborative Research Center 443.
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Figure 1: Experimental model-independent residual rate of the single-hit scintillation
events, measured by DAMA/LIBRA,1,2,3,4,5,6 in the (2 – 4), (2 – 5) and (2 – 6)
keV energy intervals as a function of the time. The zero of the time scale is January
1st of the first year of data taking of the former DAMA/NaI experiment [15]. The
experimental points present the errors as vertical bars and the associated time bin
width as horizontal bars. The superimposed curves are the cosinusoidal functions
behaviors A cosω(t − t0) with a period T = 2π

ω = 1 yr, with a phase t0 = 152.5 day
(June 2nd) and with modulation amplitudes, A, equal to the central values obtained
by best fit over the whole data including also the exposure previously collected by
the former DAMA/NaI experiment: cumulative exposure is 1.17 ton × yr (see also
ref. [15] and refs. therein). The dashed vertical lines correspond to the maximum
expected for the DM signal (June 2nd), while the dotted vertical lines correspond to
the minimum. See text.
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• The same beast?

Summary elastic SI scattering
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don’t really line up, but within spitting distance

NB: Not MSSM (Kuflick, Pierce, Zurek ’10)
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Figure 1: Experimental model-independent residual rate of the single-hit scintillation
events, measured by DAMA/LIBRA,1,2,3,4,5,6 in the (2 – 4), (2 – 5) and (2 – 6)
keV energy intervals as a function of the time. The zero of the time scale is January
1st of the first year of data taking of the former DAMA/NaI experiment [15]. The
experimental points present the errors as vertical bars and the associated time bin
width as horizontal bars. The superimposed curves are the cosinusoidal functions
behaviors A cosω(t − t0) with a period T = 2π

ω = 1 yr, with a phase t0 = 152.5 day
(June 2nd) and with modulation amplitudes, A, equal to the central values obtained
by best fit over the whole data including also the exposure previously collected by
the former DAMA/NaI experiment: cumulative exposure is 1.17 ton × yr (see also
ref. [15] and refs. therein). The dashed vertical lines correspond to the maximum
expected for the DM signal (June 2nd), while the dotted vertical lines correspond to
the minimum. See text.
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DAMA

•What is it: annual modulation in scintillation events in 100/250 
kg NaI(Tl) crystal - DM?

•What’s to like: single hit, stable phase, low energy, no candidate 
“conventional” explanations

•What’s not to like: null results from other exps, data are still 
unavailable, no event discrimination
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Figure 1: Experimental model-independent residual rate of the single-hit scintillation
events, measured by DAMA/LIBRA,1,2,3,4,5,6 in the (2 – 4), (2 – 5) and (2 – 6)
keV energy intervals as a function of the time. The zero of the time scale is January
1st of the first year of data taking of the former DAMA/NaI experiment [15]. The
experimental points present the errors as vertical bars and the associated time bin
width as horizontal bars. The superimposed curves are the cosinusoidal functions
behaviors A cosω(t − t0) with a period T = 2π

ω = 1 yr, with a phase t0 = 152.5 day
(June 2nd) and with modulation amplitudes, A, equal to the central values obtained
by best fit over the whole data including also the exposure previously collected by
the former DAMA/NaI experiment: cumulative exposure is 1.17 ton × yr (see also
ref. [15] and refs. therein). The dashed vertical lines correspond to the maximum
expected for the DM signal (June 2nd), while the dotted vertical lines correspond to
the minimum. See text.
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•What is it: events in an ionization experiment, x10 larger than 
expected background - DM?

•What’s to like: excellent energy resolution/calibration, good 
statistics

•What’s not to like: no discrimination, hasn’t been mercilessly 
beaten for a decade, no corroborating features [yet] (e.g. 
modulation), null results from other exps

COGENT
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CRESST

•What is it: an excess of events in a CaWO4 detector, 
consistent with Oxygen scattering (~10-40 keV)

•What’s to like: good discrimination vs electron recoil, not 
muon induced neutrons

•What’s not to like: lots of events at high (15 keV+ energy, 
should have been seen elsewhere), signal lies left, right, above 
and below clear background sources, still have only seen 2 of 9 
detectors, naively low energy looks too clean to be WIMP
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THE CONTROVERSY
Summary elastic SI scattering
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DAMA/CoGeNT agreement requires 
generous assumptions about QNa

Limits from XENON 
invoke unmeasured 
properties of LXe at 

low energies

Sunday, February 27, 2011



INTEGRATING OUT 
ASTROPHYSICS

2

II. VELOCITY RANGES AND ASTROPHYSICS-INDEPENDENT SCATTERING RATES

In general the differential rate at a direct detection experiment, for elastically scattering DM, is given by,

dR

dER
=

NTMT ρ

2mχµ2
σ(ER) g(vmin) , (1)

where µ is the DM-nucleus reduced mass. The function g(vmin) is related to the integral of the DM velocity distri-
bution, f(v, t), by,

g(vmin) =

� ∞

vmin

d3v
f(v, t)

v
. (2)

There is a minimum speed that the DM must have in order to deposit recoil energy ER in the detector. For elastically
scattering WIMPs this minimum velocity is

vmin =

�
MTER

2µ2
. (3)

This simple relationship allows us to compare results from different direct detection experiments without making
an assumption about the distribution of DM velocities in galaxy’s halo, provided one can relate the scattering cross
sections at the various experiments. In the standard cases of SI or SD DM the nuclear scattering cross section can be
related to the nucleonic (in this case the proton) cross section as

σSI(ER) = σp
µ2

µ2
nχ

(fp Z + fn (A− Z))2

f2
p

F 2(ER) (4)

σSD(ER) =
σp

2J + 1

µ2

µ2
nχ

�
a2p Spp(ER) + ap anSpn(ER) + a2nSnn(ER)

�2

a2p
, (5)

allowing comparison of different experiments, we have defined µnχ as the DM-nucleon reduced mass. We first discuss
the case where it is possible to estimate backgrounds and extract a reliable spectrum for the DM signal from the
experimental data, the situation where only total rate and not differential rate is available will be discussed below.

Let us suppose we have two experiments to compare, with targets N1,2 with masses M1,2 which take data over
energy ranges [Ei,low, Ei,high]. These energy ranges correspond to velocity ranges [vi,low, vi,high], using (3).

This brings to the central point of our efforts: to make a comparison between two experiments one must first
determine whether the velocity space probed by the two experiments overlaps. As a matter of practical course, a
given experiment has a lower energy threshold Emin, which can be translated into a lower bound on the velocity
range. If experiment 1 has data for the differential rate of DM scattering in their experiment, dR1/dER at energies

E(1)
i this can be used to predict a rate at energy E(2)

i at experiment 2, dR2/dER.
We can invert equation 1 to solve for g(v) over the velocity range [v1,low, v1,high]

g(v) =
2mχµ2

NTMT ρσ(ER)

dR1

dE1
(6)

This then allows us to explicitly state the expected rate for experiment two, but restricted to the energy range
[E2,low, E2,high] dictated by the appropriate velocity range. would it be useful to rewrite NT MT factors
as mass fractions?

dR2

dER
(E2) =

M (2)
T N (2)

T µ2
1

M (1)
T N (1)

T µ2
2

σ2(E2)

σ1

�
µ2
1 M(2)

T

µ2
2M

(1)
T

E2

� dR1

dER

�
µ2
1 M

(2)
T

µ2
2 M

(1)
T

E2

�
. (7)

Equations (6) and (7) are the central results of this paper. They make no astrophysical assumptions, but only rely
upon the assumption that an actual signal has been observed.

We now focus on the SI case, since there are a greater number of experiments probing this scenario, but the analysis
for SD is similar, in this case we can use (5) to rewrite (7) in a simple form

dR2

dER
(E2) =

C(2)
T

C(1)
T

F 2
2 (E2)

F 2
1

�
µ2
1 M(2)

T

µ2
2M

(1)
T

E2

� dR1

dER

�
µ2
1 M

(2)
T

µ2
2 M

(1)
T

E2

�
, (8)
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where µ is the DM-nucleus reduced mass. The function g(vmin) is related to the integral of the DM velocity distri-
bution, f(v, t), by,
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There is a minimum speed that the DM must have in order to deposit recoil energy ER in the detector. For elastically
scattering WIMPs this minimum velocity is
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MTER
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This simple relationship allows us to compare results from different direct detection experiments without making
an assumption about the distribution of DM velocities in galaxy’s halo, provided one can relate the scattering cross
sections at the various experiments. In the standard cases of SI or SD DM the nuclear scattering cross section can be
related to the nucleonic (in this case the proton) cross section as
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allowing comparison of different experiments, we have defined µnχ as the DM-nucleon reduced mass. We first discuss
the case where it is possible to estimate backgrounds and extract a reliable spectrum for the DM signal from the
experimental data, the situation where only total rate and not differential rate is available will be discussed below.

Let us suppose we have two experiments to compare, with targets N1,2 with masses M1,2 which take data over
energy ranges [Ei,low, Ei,high]. These energy ranges correspond to velocity ranges [vi,low, vi,high], using (3).

This brings to the central point of our efforts: to make a comparison between two experiments one must first
determine whether the velocity space probed by the two experiments overlaps. As a matter of practical course, a
given experiment has a lower energy threshold Emin, which can be translated into a lower bound on the velocity
range. If experiment 1 has data for the differential rate of DM scattering in their experiment, dR1/dER at energies

E(1)
i this can be used to predict a rate at energy E(2)

i at experiment 2, dR2/dER.
We can invert equation 1 to solve for g(v) over the velocity range [v1,low, v1,high]
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This then allows us to explicitly state the expected rate for experiment two, but restricted to the energy range
[E2,low, E2,high] dictated by the appropriate velocity range. would it be useful to rewrite NT MT factors
as mass fractions?
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Equations (6) and (7) are the central results of this paper. They make no astrophysical assumptions, but only rely
upon the assumption that an actual signal has been observed.

We now focus on the SI case, since there are a greater number of experiments probing this scenario, but the analysis
for SD is similar, in this case we can use (5) to rewrite (7) in a simple form

dR2

dER
(E2) =

C(2)
T

C(1)
T

F 2
2 (E2)

F 2
1

�
µ2
1 M(2)

T

µ2
2M

(1)
T

E2

� dR1

dER

�
µ2
1 M

(2)
T

µ2
2 M

(1)
T

E2

�
, (8)

2

II. VELOCITY RANGES AND ASTROPHYSICS-INDEPENDENT SCATTERING RATES

In general the differential rate at a direct detection experiment, for elastically scattering DM, is given by,

dR

dER
=

NTMT ρ

2mχµ2
σ(ER) g(vmin) , (1)

where µ is the DM-nucleus reduced mass. The function g(vmin) is related to the integral of the DM velocity distri-
bution, f(v, t), by,

g(vmin) =

� ∞

vmin

d3v
f(v, t)

v
. (2)

There is a minimum speed that the DM must have in order to deposit recoil energy ER in the detector. For elastically
scattering WIMPs this minimum velocity is

vmin =

�
MTER

2µ2
. (3)

This simple relationship allows us to compare results from different direct detection experiments without making
an assumption about the distribution of DM velocities in galaxy’s halo, provided one can relate the scattering cross
sections at the various experiments. In the standard cases of SI or SD DM the nuclear scattering cross section can be
related to the nucleonic (in this case the proton) cross section as

σSI(ER) = σp
µ2

µ2
nχ

(fp Z + fn (A− Z))2

f2
p

F 2(ER) (4)

σSD(ER) =
σp

2J + 1

µ2

µ2
nχ

�
a2p Spp(ER) + ap anSpn(ER) + a2nSnn(ER)

�2

a2p
, (5)

allowing comparison of different experiments, we have defined µnχ as the DM-nucleon reduced mass. We first discuss
the case where it is possible to estimate backgrounds and extract a reliable spectrum for the DM signal from the
experimental data, the situation where only total rate and not differential rate is available will be discussed below.

Let us suppose we have two experiments to compare, with targets N1,2 with masses M1,2 which take data over
energy ranges [Ei,low, Ei,high]. These energy ranges correspond to velocity ranges [vi,low, vi,high], using (3).

This brings to the central point of our efforts: to make a comparison between two experiments one must first
determine whether the velocity space probed by the two experiments overlaps. As a matter of practical course, a
given experiment has a lower energy threshold Emin, which can be translated into a lower bound on the velocity
range. If experiment 1 has data for the differential rate of DM scattering in their experiment, dR1/dER at energies

E(1)
i this can be used to predict a rate at energy E(2)

i at experiment 2, dR2/dER.
We can invert equation 1 to solve for g(v) over the velocity range [v1,low, v1,high]

g(v) =
2mχµ2

NTMT ρσ(ER)

dR1

dE1
(6)

This then allows us to explicitly state the expected rate for experiment two, but restricted to the energy range
[E2,low, E2,high] dictated by the appropriate velocity range. would it be useful to rewrite NT MT factors
as mass fractions?

dR2

dER
(E2) =

M (2)
T N (2)

T µ2
1

M (1)
T N (1)

T µ2
2

σ2(E2)

σ1

�
µ2
1 M(2)

T

µ2
2M

(1)
T

E2

� dR1

dER

�
µ2
1 M

(2)
T

µ2
2 M

(1)
T

E2

�
. (7)

Equations (6) and (7) are the central results of this paper. They make no astrophysical assumptions, but only rely
upon the assumption that an actual signal has been observed.

We now focus on the SI case, since there are a greater number of experiments probing this scenario, but the analysis
for SD is similar, in this case we can use (5) to rewrite (7) in a simple form

dR2

dER
(E2) =

C(2)
T

C(1)
T

F 2
2 (E2)

F 2
1

�
µ2
1 M(2)

T

µ2
2M

(1)
T

E2

� dR1

dER

�
µ2
1 M

(2)
T

µ2
2 M

(1)
T

E2

�
, (8)

A direct prediction of the rate 
at experiment 2 from experiment 1

Liu, Fox, NW ’10

Sunday, February 27, 2011



MAPPING RATES
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FIG. 2: The extracted CoGeNT signal (left and bottom axes) and the rate it is mapped to on a

Xenon target (top and right axes) for mχ = 10GeV (rescaled by form factors at the corresponding

energies F 2
Xe(E

Xe
R ), F 2

Ge(E
Ge
R ) ∼ 1). The dashed line is the lower bound on the rate at low energies,

using the monotonically falling nature of g(vmin).

discussion in [41]), and thus the value at the low end of this range is a lower bound for

lower values of v. This is not especially relevant for our analysis here, but would be likely

relevant in situations where the other experiments could probe lower energies as well.

Since we will compare this with the XENON10 experiment, we choose fp = 1 and fn = 0,

which is motivated from light mediators mixing with the photon, since it will give the most

lenient bounds. Using (11) we can map the CoGeNT signal onto a Xenon target, and study

the signal that would arise at XENON10. We show this in figure 2.

What is remarkable about this figure is that – once the CoGeNT signal is specified – the

expected rate on a Xenon target is completely unambiguous (and similarly on any other

target). This involves no assumptions about the halo escape velocity, velocity dispersion, or

even the assumption that the velocity distribution is Maxwellian, but requires only an input

of the WIMP mass.

After taking into account exposure and the detector efficiencies (MIN, MED and MAX

cases described above) we can predict the total number of events predicted by the CoGeNT

13
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FIG. 3: The number of events predicted at XENON10 by the possible DM signal at CoGeNT for

3 cases of Leff , MIN (dashed red), MED (solid green) and MAX (dotted blue). The black line is

the 90% C.L. upper limit on the number of events allowed by XENON10 data.

events (if they are indeed coming from elastically scattering DM), we show this in Fig. 3.

Since there were no events at XENON10 in the energy range corresponding to the CoGeNT

range we see that independent of all astrophysical assumptions, only for LMIN
eff are CoGeNT

and XENON10 are consistent at the 90% C.L. In the MIN case, mχ < 11 GeV allows Co-

GeNT to evade XENON10. For MED and MAX cases the predicted signal at XENON10

would be too large by a significant amount, excluding the elastic SI WIMP scattering inter-

pretation by more than an order of magnitude.

Because of the uncertainties associated with extraction of the value of Leff at low energies,

additional attempts have been made to probe the low energy region with Xenon experiments.

In particular, [47, 55] examined data from XENON10, and used only the ionization signal

(S2), which is typically larger than S1 and can allow a more reliable signal at low energies.

The value of the charge yield (drift electrons per keV) was extracted from Monte Carlo.

Using the values there, the equivalent energy range for CoGeNT is approximately 8 ∼ 13

electrons, above the 7 electron threshold. Assuming a value of Qy = 4 electrons/keV for

instance, the threshold of 7 electrons at XENON10 only captures a portion of the signal

predicted by CoGeNT.

While the 7 electron cutoff corresponds to a particular value of energy in principle, Poisson
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FIG. 4: (left) The number of events predicted (labels on contours), by CoGeNT, at XENON10 for an

S2 only analysis [47, 55] for various S2 thresholds, assuming a constant value Qy = 4 electrons/keV.

(right) The signal above threshold of 7 electrons, but assuming different constant values of charge

yield, Qy.

fluctuations smear this. Nonetheless, an interesting question is the expected rate on the

target used by [47, 55], with 5.1 kg d of effective exposure. This is most easily phrased in

terms of the question of what charge yield can make these experiments consistent. Assuming

a constant charge yield over the energies in question, we can calculate the likelihood based

on Poisson fluctuations of events appearing in the XENON10 experiment, which we show

in 4. One sees that one would require a charge yield of roughly Qy <∼ 2.4 electrons/keV for

consistency, much lower than the value of Qy ≈ 7 extracted by [47, 55]. Whether such a

significant difference is reasonable will no doubt be subject to a great deal of discussion [56].

B. Application II: Total Rate Comparisons in Sub-Optimal Situations (CRESST)

The above situation with CoGeNT is close to ideal: low backgrounds, high statistics, good

energy resolution and calibration. In contrast, there are often situations with significantly

less ideal characteristics. In particular, it may be that not enough is known about the

backgrounds, or the data itself, to be able to extract a recoil spectrum for DM, but we shall

see it is nonetheless possible to say something about the total number of DM scatters. This is

15
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FIG. 5: LH plot: the CRESST prediction for the total number of events at CDMS-Si (solid red)

and XENON10, for LMIN
eff (dashed black) and LMED

eff (dotted black), the dotted (blue) line is the

90% C.L. upper limit on the number of events allowed by CDMS-Si. RH plot: the 90% C.L. upper

limit on the number of events at CRESST as predicted by CDMS-Si (solid red) and XENON10,

again for LMIN
eff (dashed black) and LMED

eff (dotted black), the dotted (blue) line is the number of

events we estimate above background in CRESST.

the case for the CRESST data, which we estimate has 15 events above background between

15 and 40 keV (see the discussion in III). We use (15) to compare the CRESST integrated

rate to the null results of both CDMS-Si and XENON10, Fig. 5. When comparing the two

experiments we take into account efficiencies and form factors so as to be as conservative as

possible, as explained after (15).

As is clear from Fig. 5 any sizeable signal in this range is highly incompatible with both

the XENON10 and CDMS-Si results. While some have criticized the calibration at the

lowest energies for CDMS-Si [54], the lowest energy relevant for 15 keV Oxygen recoils is

above 10 and typically 11 keV on Silicon, depending on the WIMP mass. Thus, these

constraints are likely quite stable to future modifications, making elastic WIMP scattering

very unlikely to be the explanation of the CRESST anomalous events.

IV. OTHER APPLICATIONS AND FUTURE RESULTS

DAMA also has extracted a recoil spectrum, possibly associated with DM, but in this

case it is for the modulating part of the DM signal, i.e. DAMA allows extraction of g(v, t).

We can repeat the exercise of translating from one experiment to another to get a prediction
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FIG. 1. (color online). Comparison of the energy spectra
for the candidate events and background estimates, co-added
over the 8 detectors used in this analysis. The observed event
rate (error bars) agrees well with the electron-recoil back-
ground estimate (solid), which is a sum of the contributions
from zero-charge events (dashed), surface events (+), bulk
events (dash-dotted), and the 1.3 keV line (dotted). The
gray band denotes the 1σ statistical errors on the background
estimate. The selection efficiencies have been applied to the
background estimates for direct comparison with the observed
rate, which does not include a correction for the nuclear-recoil
acceptance. The inset shows the measured nuclear-recoil ac-
ceptance efficiency, averaged over all detectors.

tion of candidates in the ionization-yield versus recoil-
energy plane for T1Z5. A band of events with ionization
energies consistent with noise is seen below the nuclear-
recoil band. Most or all of these “zero-charge” events
arise from electron recoils near the edge of the detec-
tor, where the charge carriers can be completely collected
on the cylindrical wall rather than on the readout elec-
trodes. At recoil energies !10 keV, these events can be
rejected using a phonon-based fiducial-volume cut; how-
ever, at lower energies, reconstruction of the event radius
using phonon information is unreliable. To maintain ac-
ceptance of low-energy nuclear recoils, some zero-charge
events are not rejected at energies "5 keV where the ion-
ization signal for nuclear recoils becomes comparable to
noise. By extrapolating the exponential spectrum ob-
served for zero-charge events above 5 keV, we estimate
that they contribute 40–60% of the candidate events.

A second source of misidentified electron recoils comes
from events interacting near the detector surfaces, where
ionization collection may be incomplete. These events
are primarily concentrated in a band above the nuclear-
recoil band but below the bulk electron recoils, with an
increased fraction leaking into the signal region at low
energies. For recoil energies !10 keV, nearly all such sur-
face events can be rejected [13] because they have faster-
rising phonon pulses than nuclear recoils in the bulk of
the detector. This analysis does not use phonon timing
to reject these events since the signal-to-noise is too low
for this method to be effective for recoil energies "5 keV.
Extrapolating the exponential spectrum of surface events
identified above 10 keV implies that 10–20% of the can-
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FIG. 2. (color online). Events in the ionization-yield ver-
sus recoil-energy plane for T1Z5. Events lying within the
(+1.25,−0.5)σ nuclear-recoil band (solid) are WIMP candi-
dates (large dots). Events lying outside these bands (small
dots) pass all selection criteria except the ionization-energy
requirement. The widths of the band edges denote variations
between data runs. The recoil-energy scale assumes the ion-
ization signal is consistent with a nuclear recoil, causing elec-
tron recoils to be shifted to higher recoil energies and lower
yields.

didates are surface electron recoils.
At recoil energies "5 keV, the primary ionization-

based discrimination breaks down as the ionization sig-
nal becomes comparable to noise even for electron recoils
with fully collected charge. Extrapolating the roughly
constant electron-recoil spectrum observed above 5 keV
indicates that 10–15% of the observed candidates arise
from leakage of this background into the signal region.
As shown in Fig. 2, T1Z5 has less leakage from this
background than the average detector since it has the
best ionization resolution. Just above threshold, there is
an additional contribution to the constant electron-recoil
spectrum from the 1.3 keV line, which leaks above the
2 keV analysis threshold since our recoil-energy estimate
assumes the ionization signal is consistent with a nuclear
recoil. The measured intensity of this line at ionization
yields above the signal region indicates that the 1.3 keV
line accounts for 5–15% of the observed candidates.
Monte Carlo simulations indicate that neutrons, whose

nuclear recoils are indistinguishable from WIMPs, pro-
duce a negligible "0.2 event background.
As shown in Fig. 1, the observed candidate spectrum

can be accounted for with known backgrounds, and there
is no evidence for a signal. However, since the back-
ground model involves sufficient extrapolation that sys-
tematic errors are difficult to quantify, we do not sub-
tract this background but instead set upper limits on the
allowed WIMP-nucleon scattering cross section by con-
servatively assuming all observed events could be from
WIMPs. Limits are calculated using the high statistics
version of Yellin’s optimum interval method [21]. Data
from multiple detectors are concatenated as described
in [16] due to the presence of significant backgrounds,
which are expected to vary by detector. The candidate
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FIG. 3. (color online). Top: comparison of the spin-
independent (SI) exclusion limits from these data (solid) to
previous results in the same mass range (all at 90% C.L.).
Limits from a low-threshold analysis of the CDMS shallow-
site data [16] (dashed), CDMS II Ge results with a 10 keV
threshold [13] (dash-dotted), recalculated for lower WIMP
masses, and XENON100 with constant (+) or decreasing (!)
scintillation-efficiency extrapolations at low energy [17] are
also shown. The filled regions indicate possible signal regions
from DAMA/LIBRA [6, 8] (dark), CoGeNT (light) [7, 8], and
a combined fit to the DAMA/LIBRA and CoGeNT data [8]
(hatched). Bottom: comparison of the WIMP-neutron spin-
dependent (SD) exclusion limits from these data (solid),
CDMS II Ge results with a 10 keV threshold (dash-dotted),
XENON10 [18] (!), and CRESST [19] (dotted). The filled
region denotes the 99.7% C.L. DAMA/LIBRA allowed region
for neutron-only scattering [20]. An escape velocity of 544
km/s was used for the CDMS and XENON100 exclusion lim-
its, whereas the other results assume an escape velocity from
600–650 km/s.

event energies and selection efficiencies for each detec-
tor are given in [22]. For this analysis, energy inter-
vals from T1Z5 provide the strongest constraints in the
5–10 GeV/c2 mass range. The standard halo model de-
scribed in [23] is used, with specific parameters given
in [16, 22].
The limits do not depend strongly on the extrapola-

tion of the ionization yield used at low energies since the
Neganov-Luke phonon contribution is small for recoil en-
ergies below 4 keV. Conservatively assuming 50% lower
ionization yield near threshold would lead to only ∼5%
weaker limits in the 5–10 GeV/c2 mass range.
Figure 3 (upper panel) compares the 90% upper confi-

dence limit on the spin-independent WIMP-nucleon scat-
tering cross section from this analysis to previous re-

sults in the same mass range. This analysis provides
stronger limits than previous CDMS II Ge results for
WIMP masses below ∼9 GeV/c2, and excludes param-
eter space previously excluded only by the XENON100
experiment assuming a constant extrapolation of the liq-
uid xenon scintillation response for nuclear recoils below
5 keV [17]. This parameter space is not excluded by
XENON100 when more conservative assumptions for the
scintillation response are used [8, 17, 24].
Spin-dependent limits on the WIMP-neutron cross sec-

tion are shown in Fig. 3 (lower panel), using the form fac-
tor from [25]. XENON10 constraints, calculated assum-
ing a constant extrapolation of the scintillation response
at low energy [18, 24], are stronger than these results for
WIMP masses above ∼7 GeV/c2.
These results exclude interpretations of the

DAMA/LIBRA annual modulation signal in terms
of spin-independent elastic scattering of low-mass
WIMPs (e.g., [8, 26]). We ignore the effect of ion
channeling on the DAMA/LIBRA allowed regions
since recent analyses indicate channeling should be
negligible [26]. These results are also incompatible with
a low-mass WIMP explanation for the low-energy events
seen in CoGeNT [7, 8].
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WHERE ARE WE W/ COGENT

• Limits from CDMS, XENON (ionization+scintillation, 
ionization only) seem strong

• Ball is in CoGeNT court: better knowledge of shape, look for 
modulation, etc - new info can reinvigorate

• Status: already 120 kg day recorded (vs 18.5), expected update 
2-3 months; CoGeNT-4 installation this summer. Modulation 
may require 18 months+
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OTHER EXPLANATIONS OF 
DAMA

•What if it’s not a light WIMP?
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“INELASTIC” DARK MATTER
•With dark forces, DM-nucleus scattering must be inelastic

• If dark matter can only scatter off of a nucleus by 
transitioning to an excited state (100 keV), the kinematics 
are changed dramatically

D.Tucker-Smith, NW, Phys.Rev.D64:043502,2001;Phys.Rev.D72:063509,2005
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EFFECTS ON WIMP SEARCHES
n(v): velocity

distribution of 
WIMPs visible to DAMA

visible to DAMA
 and CDMS

Enhanced modulation
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recoil energy (given in keVnr):

Eee = QI(Enr) Enr, (5)

where the energy dependence of the quenching factor is
left explicit. Most studies assume a constant quench-
ing factor for iodine from ∼ 10 − 100 keVnr, with the
standard value taken to be QI = 0.085. However,
there are large experimental uncertainties in measure-
ments of QI [29]. The four primary ones [30–33] give
0.05 ≤ QI ≤ 0.10. The study in [32] gives the small-
est error, however its measurements are calibrated with
60 keV gamma rays, in contrast to the 3.2 keV electrons
that DAMA uses [30]. This difference reduces the central
value of [32] by roughly 10% and induces larger system-
atic effects.

Lowering iodine’s quenching factor effectively shifts
DAMA’s signal to higher nuclear recoil energies, favor-
ing slightly larger values for the iDM mass splitting
(100 � δ � 180 keVnr for QI = 0.06). Consequently,
the predicted signal at other experiments is also shifted
to higher nuclear recoil energies. In addition, the spec-
tral shape is broadened, because DAMA’s reported rate
is in units of cpd/kg/keVee.

Fig. 1 illustrates how the 184W recoil spectrum changes
as QI is reduced from 0.085 to 0.06, and Fig. 2 shows the
average annual rate for CRESST’s low and high energy
range, assuming a SHM profile. The shift of the iDM sig-
nal to higher recoils translates into a significant reduction
in CRESST’s average annual rate in the low recoil win-
dow of 10− 40 keVnr and a substantial enhancement in
its rate in the high recoil range from 40− 100 keVnr.

The effect of marginalizing over both the particle and
halo parameters is substantial. As an illustration, if only
the mass and cross section are marginalized over (with
fixed δ = 120 keV, v0 = 220 km/s, vesc = 550 km/s), then
the average counts at CRESST per 100 kg-d range from
∼ 17− 36 in the lower energy window and ∼ 0.3− 0.8 in
the high energy window for QI = 0.085. At XENON100,
the predicted number of events (per 1000 kg-d) ranges
from ∼ 33 − 100, covering only a subset of all allowed
possibilities illustrated in Fig. 3.

Dark Matter Interaction

The identity of iDM is unknown and its interactions
with the SM may not occur through renormalizable op-
erators. Non-renormalizable operators typically result in
matrix elements with non-trivial dependence on the mo-
mentum transfer q. These can be parameterized by an
effective DM form factor [12–14, 18, 34–36],

Fdm(q) =
�

n,m

cn,m
(q0)n|�q |m

Λn+m
+ . . . (6)

where q0 = ER, |�q | =
√
2mNER, and Λ is an arbi-

trary mass scale. Standard iDM assumes that the con-
stant n,m = 0, 0 term dominates the expansion. Models
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FIG. 2: Average counts at CRESST per 100 kg-d for regular
iDM (blue), FFiDM with Fdm(q) ∝ ER (green), and DM
streams (red). The effect of lowering the quenching factor is
illustrated for QI = 0.07 (dashed blue) and QI = 0.06 (dotted
blue). The contours enclose all points with χ2 ≤ 18.

that have an interaction mediator with mass lighter than
O(|�q |) are dominated by c0,−2. Composite iDM models
have c0,1 �= 0 [37–39]. Form factors that are dominantly
n �= 0 can be realized through dipole or other tensor
interactions [35, 36].
Standard iDM (i.e., n,m = 0, 0) and models with

n = 0,m �= 0 have comparable rates at CRESST because
the ratio of predicted events between these two scenarios
scales as N0,m/N0,0 � (mWEW peak/mIEI peak)2m � 1.
DAMA’s spectrum peaks at EI peak � 35 keV while the
tungsten spectrum at CRESST peaks at EW peak �
25 keV. In contrast, interactions with n �= 0,m = 0 pre-
dict substantially smaller rates at CRESST: Nn,0/N0,0 �
(EW peak/EI peak)2n � (0.5)n. This effect is illustrated in
Fig. 2 for n,m = 1, 0.

Dark Matter Velocity Distribution

There is little direct observational evidence for the
DM density profile, and the velocity distribution is
highly uncertain. While most studies assume a Maxwell-
Boltzmann vdf (4), N-body simulations indicate that this
ansatz does not adequately parameterize the vdf [22].
The iDM spectrum is particularly sensitive to changes
in the tail of the velocity distribution profile, which can
arise from velocity anisotropies or from dark matter sub-
structure that has recently fallen into the galaxy [19, 40].
A vdf in which the high velocity tail is dominated by a
stream of dark matter illustrates how changes in the local
vdf alter iDM predictions. This scenario can significantly
lower the number of expected events; other possibilities
for the velocity profile will result in numbers of events
between the SHM and stream expectations.

Streams of dark matter are characterized by low veloc-
ity dispersion [19]. Here, streams will be parameterized
as dispersionless vdfs that have an arbitrary incident an-
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• Tuned at 5% level

•Maybe have just been considering wrong target the whole 
time!
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FIG. 1: The DAMA-allowed range of δ − mχ−parameter space at 90% confidence for χ − Tl scattering only (outer green
hatched region) and constraints from CRESST-II (inner red hatched region). In the remaining allowed range of splittings δ, no
scattering on sodium or iodine occurs. These contributions to signal at lower δ are neglected here. Left: shown for a Maxwellian
halo with vesc = 500km/s, right: using the Via Lactea II simulation data (see [26]).

distribution with v0 = 220 km/s and vesc = 500 km/s.
We note that our results do not qualitatively depend on
this choice: for example, using vesc = 600 km/s, the re-
gion looks similar but is shifted by about 40 keV towards
higher δ. We further test the sensitivities by exploring
other halo models. In particular, we use the tabulated
Via Lactea II data from [26], which leads to qualitatively
similar results, as shown in figure 1. We find the best
χ2 fit parameter point for DAMA in cross section σn,
splitting δ, and mass mχ, and consider the 90% confi-
dence region (or ∆χ2 < 6.25) for these three parame-
ters. This region, projected onto the (δ,mχ) plane, is
given by the green contour in figure 1. For a given pair
of (δ,mχ), we choose the lowest cross section σn consis-
tent with the DAMA data at 90% confidence, and evalu-
ate the expected CRESST-II signal given this cross sec-
tion. The cross sections per nucleon near the top of the
green contour are ∼ 2 × 10−34 cm2 and higher. While
these large cross sections are difficult (if not impossible)
to explain with standard-model mediators, they can be
achieved with light mediators [34–38]. To place limits,
shown in red in figure 1, we use the CRESST-II commis-
sioning run release [5], and require the signal be less than
the 7 events observed. As one moves upward in δ in the
allowed range of parameters, while keeping the DAMA
modulation fixed, the event rate at CRESST-II is drop-
ping rapidly. Consequently, one could employ more com-
plicated techniques, such as the maximum gap technique,
but these would all achieve essentially the same result,
since over much of the allowed range of parameter space
to explain DAMA, the scattering signal at CRESST is
considerably less than 7 events.

Discussion: There are no measurements of the
quenching factor for thallium, and thus we must make
use of estimates. For the DAMA-allowed region, we as-

sume the quenching q is approximately proportional to
the path length of the thallium nucleus in the crystal [39].
We calculate this path length using the SRIM code [40]
and find that it scales approximately as m−1

N . Thus, we
conservatively take 0.88 > qTl/qI > 127/205, where the
upper limit comes from the ratio of path-lengths using
the SRIM database, and the lower comes from assuming
a simple inverse proportionality to mass. Taking a range
of 0.06 < qI < 0.09 [41–43], we find a range of quenching

factors 0.037
<∼ qTl

<∼ 0.08, and conservatively combine
all allowed regions in figure 1. Given the uncertainties,
we opt to include a broader range of quenching factors.
Quantitatively, our fits prefer lower quenching factors

(qTl
<∼ 0.05), but this is a bit misleading. The dominant

factor contributing to the fit is the location of the form
factor zero of thallium. For qTl ≈ 0.07, this happens to
fall precisely in the middle of the DAMA energy range,
using our Helm parameterization. However, this form
factor has never been measured, and if its zero is shifted
up even by 5% in momentum transfer q =

√
2mTlER,

we can find good fits even with qTl = 0.08. Given these
uncertainties, we emphasize that only the specifically al-
lowed range of parameters depends on the quenching fac-
tor, but not the presence of an allowed range itself.

The CaWO4 crystals employed by CRESST-II contain

impurities [44], for instance, Nd (
<∼ 1000 ppb), Gd (

<∼
4000 ppb) and Sm/Dy/Hf/Os (

<∼ 20 ppb each), but in
addition to their small abundances, these impurities are
all too light to be relevant as a target. Heavier impu-
rities are also irrelevant due to their small abundances.
Even taking a high rate of ∼ 600µBq from 210Pb [45],
the concentration of 210Pb compared to natW is ∼ 10−18.
Concentrations of 235U, 238U and 232Th [46] can be es-
timated to be below 10−11 compared to natW, and thus

DETECTOR PROPERTIES
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recoil energy (given in keVnr):

Eee = QI(Enr) Enr, (5)

where the energy dependence of the quenching factor is
left explicit. Most studies assume a constant quench-
ing factor for iodine from ∼ 10 − 100 keVnr, with the
standard value taken to be QI = 0.085. However,
there are large experimental uncertainties in measure-
ments of QI [29]. The four primary ones [30–33] give
0.05 ≤ QI ≤ 0.10. The study in [32] gives the small-
est error, however its measurements are calibrated with
60 keV gamma rays, in contrast to the 3.2 keV electrons
that DAMA uses [30]. This difference reduces the central
value of [32] by roughly 10% and induces larger system-
atic effects.

Lowering iodine’s quenching factor effectively shifts
DAMA’s signal to higher nuclear recoil energies, favor-
ing slightly larger values for the iDM mass splitting
(100 � δ � 180 keVnr for QI = 0.06). Consequently,
the predicted signal at other experiments is also shifted
to higher nuclear recoil energies. In addition, the spec-
tral shape is broadened, because DAMA’s reported rate
is in units of cpd/kg/keVee.

Fig. 1 illustrates how the 184W recoil spectrum changes
as QI is reduced from 0.085 to 0.06, and Fig. 2 shows the
average annual rate for CRESST’s low and high energy
range, assuming a SHM profile. The shift of the iDM sig-
nal to higher recoils translates into a significant reduction
in CRESST’s average annual rate in the low recoil win-
dow of 10− 40 keVnr and a substantial enhancement in
its rate in the high recoil range from 40− 100 keVnr.

The effect of marginalizing over both the particle and
halo parameters is substantial. As an illustration, if only
the mass and cross section are marginalized over (with
fixed δ = 120 keV, v0 = 220 km/s, vesc = 550 km/s), then
the average counts at CRESST per 100 kg-d range from
∼ 17− 36 in the lower energy window and ∼ 0.3− 0.8 in
the high energy window for QI = 0.085. At XENON100,
the predicted number of events (per 1000 kg-d) ranges
from ∼ 33 − 100, covering only a subset of all allowed
possibilities illustrated in Fig. 3.

Dark Matter Interaction

The identity of iDM is unknown and its interactions
with the SM may not occur through renormalizable op-
erators. Non-renormalizable operators typically result in
matrix elements with non-trivial dependence on the mo-
mentum transfer q. These can be parameterized by an
effective DM form factor [12–14, 18, 34–36],

Fdm(q) =
�

n,m

cn,m
(q0)n|�q |m

Λn+m
+ . . . (6)

where q0 = ER, |�q | =
√
2mNER, and Λ is an arbi-

trary mass scale. Standard iDM assumes that the con-
stant n,m = 0, 0 term dominates the expansion. Models
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FIG. 2: Average counts at CRESST per 100 kg-d for regular
iDM (blue), FFiDM with Fdm(q) ∝ ER (green), and DM
streams (red). The effect of lowering the quenching factor is
illustrated for QI = 0.07 (dashed blue) and QI = 0.06 (dotted
blue). The contours enclose all points with χ2 ≤ 18.

that have an interaction mediator with mass lighter than
O(|�q |) are dominated by c0,−2. Composite iDM models
have c0,1 �= 0 [37–39]. Form factors that are dominantly
n �= 0 can be realized through dipole or other tensor
interactions [35, 36].
Standard iDM (i.e., n,m = 0, 0) and models with

n = 0,m �= 0 have comparable rates at CRESST because
the ratio of predicted events between these two scenarios
scales as N0,m/N0,0 � (mWEW peak/mIEI peak)2m � 1.
DAMA’s spectrum peaks at EI peak � 35 keV while the
tungsten spectrum at CRESST peaks at EW peak �
25 keV. In contrast, interactions with n �= 0,m = 0 pre-
dict substantially smaller rates at CRESST: Nn,0/N0,0 �
(EW peak/EI peak)2n � (0.5)n. This effect is illustrated in
Fig. 2 for n,m = 1, 0.

Dark Matter Velocity Distribution

There is little direct observational evidence for the
DM density profile, and the velocity distribution is
highly uncertain. While most studies assume a Maxwell-
Boltzmann vdf (4), N-body simulations indicate that this
ansatz does not adequately parameterize the vdf [22].
The iDM spectrum is particularly sensitive to changes
in the tail of the velocity distribution profile, which can
arise from velocity anisotropies or from dark matter sub-
structure that has recently fallen into the galaxy [19, 40].
A vdf in which the high velocity tail is dominated by a
stream of dark matter illustrates how changes in the local
vdf alter iDM predictions. This scenario can significantly
lower the number of expected events; other possibilities
for the velocity profile will result in numbers of events
between the SHM and stream expectations.

Streams of dark matter are characterized by low veloc-
ity dispersion [19]. Here, streams will be parameterized
as dispersionless vdfs that have an arbitrary incident an-
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FIG. 1: The weighted-atomic mass and weighted-magnetic

dipole moment (Eq. (2) in units of the nuclear magneton µN

of various dark matter search targets. (C,O and Ca,Ar have

been shifted slightly so as not to overlay each other.)

II. MAGNETIC INELASTIC DARK MATTER

If one wants to understand how DAMA could have a

positive signal while other experiments do not, there are

many directions one can pursue. Narrowing the focus

on nuclear recoils induced by WIMP collisions, we must

examine what the differences are between NaI and the

other existing targets.

The original iDM proposal focused on a single dimen-

sion, namely the kinematical properties of iodine. As it

is much heavier than many targets, in particular germa-

nium, this allowed a significant departure from conven-

tional elastic expectations. The fact that DAMA focuses

on relatively high energies (∼ 20+ keVR off iodine as-

suming the standard quenching factor qI = 0.08) and

modulation gave additional changes when comparing to

elastic scattering limits, but ultimately the key distinc-

tion was the kinematical change of a heavy target.

This simple one-dimensional analysis is important, but

iodine’s magnetic properties also distinguish it from most

other target nuclei. The quantity that we will see is most

relevant is the weighted dipole moment

µ̄ =




�

isotope

fiµ
2
i
Si + 1

Si




1/2

, (2)

where fi, µi, and Si are the elemental abundance, nu-

clear magnetic moment, and spin, respectively, of isotope

i. We show in Fig. 1 the abundance-weighted atomic

masses, and the weighted dipole moment of various tar-

get nuclei. We see that while tungsten (W) has a large

mass, its magnetic moment is rather small. Fluorine (F)

and sodium (Na) have large magnetic dipoles but are very

light. Xenon (Xe) has a couple of isotopes with apprecia-

ble dipoles, however, they are insufficient to make it com-

petitive with iodine. The combination of large mass and

large dipole makes the iodine target used by DAMA quite

unique among the nuclear targets, with only KIMS’ [50]

cesium (Cs) target similar in its qualitative features. The

iodine dipole arises dominantly from the angular momen-

tum of unpaired protons [51], with additional contribu-

tions from the neutron and proton spin.

We are therefore led to consider models that make both

kinematical and magnetic distinctions between targets.

Since its proposal, the focus of iDM model building has

dominantly been on electrically coupled WIMPs, either

directly to charge, or to some combination of the mass

number A and the atomic number Z, such as through the

Z0
-boson. Since we wish to take advantage of the large

magnetic dipole of iodine, we instead focus on models of

magnetically-coupled inelastic dark matter (MiDM).

III. SCENARIOS FOR MIDM

The magnetic interactions of a WIMP can appear at

different orders in the multipole expansion. The first

order, namely a magnetic monopole, is interesting but

problematic [69]. Instead we choose to focus on the case

of a magnetic dipole which has a sizable interaction with

the magnetic dipole of iodine. However, a magnetically

interacting WIMP also feels a velocity-suppressed inter-

action with the charge of the nucleus, thus one cannot

simply consider scattering off magnetic moments. For

iodine the contribution from Z2v2 is subdominant to

µ2
, but for magnetically-challenged nuclei, such as W,

or even Xe, the charge coupling can dominate the scat-

tering.

A. Dipole-Dipole Inelastic Scattering

The idea that the WIMP could have a magnetic dipole

has been long studied (see., e.g., [53–58].) The dipole

operator is naturally off-diagonal [44, 59], and mediates

transitions between the ground state χ and the excited

state χ∗
,

L ⊃
�µχ

2

�
χ̄∗σµνF

µνχ+ c.c. (3)

where µχ is the dipole strength and σµν = i[γµ, γν ]/2.
[55] considered such transitions in the early universe for

dark matter in the range of few keV− fewMeV. [60] con-

sidered inelastic WIMP dipole-nuclear charge scattering

to explain DAMA. Such an interaction, however, does

not significantly change the relative strength of the vari-

ous experiments compared with charge-charge (i.e., vec-

tor current) interactions, and the viability of the scenario

found in [60] was largely because the significant con-

straints from the CRESST experiment were ignored. [44]

considered a related idea, studying the parameter space

under the assumption of an iDM that couples to pro-

ton nuclear spin exclusively, although no particle physics

model generating the required interaction was found.
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FIG. 1: The DAMA-allowed range of δ − mχ−parameter space at 90% confidence for χ − Tl scattering only (outer green
hatched region) and constraints from CRESST-II (inner red hatched region). In the remaining allowed range of splittings δ, no
scattering on sodium or iodine occurs. These contributions to signal at lower δ are neglected here. Left: shown for a Maxwellian
halo with vesc = 500km/s, right: using the Via Lactea II simulation data (see [26]).

distribution with v0 = 220 km/s and vesc = 500 km/s.
We note that our results do not qualitatively depend on
this choice: for example, using vesc = 600 km/s, the re-
gion looks similar but is shifted by about 40 keV towards
higher δ. We further test the sensitivities by exploring
other halo models. In particular, we use the tabulated
Via Lactea II data from [26], which leads to qualitatively
similar results, as shown in figure 1. We find the best
χ2 fit parameter point for DAMA in cross section σn,
splitting δ, and mass mχ, and consider the 90% confi-
dence region (or ∆χ2 < 6.25) for these three parame-
ters. This region, projected onto the (δ,mχ) plane, is
given by the green contour in figure 1. For a given pair
of (δ,mχ), we choose the lowest cross section σn consis-
tent with the DAMA data at 90% confidence, and evalu-
ate the expected CRESST-II signal given this cross sec-
tion. The cross sections per nucleon near the top of the
green contour are ∼ 2 × 10−34 cm2 and higher. While
these large cross sections are difficult (if not impossible)
to explain with standard-model mediators, they can be
achieved with light mediators [34–38]. To place limits,
shown in red in figure 1, we use the CRESST-II commis-
sioning run release [5], and require the signal be less than
the 7 events observed. As one moves upward in δ in the
allowed range of parameters, while keeping the DAMA
modulation fixed, the event rate at CRESST-II is drop-
ping rapidly. Consequently, one could employ more com-
plicated techniques, such as the maximum gap technique,
but these would all achieve essentially the same result,
since over much of the allowed range of parameter space
to explain DAMA, the scattering signal at CRESST is
considerably less than 7 events.

Discussion: There are no measurements of the
quenching factor for thallium, and thus we must make
use of estimates. For the DAMA-allowed region, we as-

sume the quenching q is approximately proportional to
the path length of the thallium nucleus in the crystal [39].
We calculate this path length using the SRIM code [40]
and find that it scales approximately as m−1

N . Thus, we
conservatively take 0.88 > qTl/qI > 127/205, where the
upper limit comes from the ratio of path-lengths using
the SRIM database, and the lower comes from assuming
a simple inverse proportionality to mass. Taking a range
of 0.06 < qI < 0.09 [41–43], we find a range of quenching

factors 0.037
<∼ qTl

<∼ 0.08, and conservatively combine
all allowed regions in figure 1. Given the uncertainties,
we opt to include a broader range of quenching factors.
Quantitatively, our fits prefer lower quenching factors

(qTl
<∼ 0.05), but this is a bit misleading. The dominant

factor contributing to the fit is the location of the form
factor zero of thallium. For qTl ≈ 0.07, this happens to
fall precisely in the middle of the DAMA energy range,
using our Helm parameterization. However, this form
factor has never been measured, and if its zero is shifted
up even by 5% in momentum transfer q =

√
2mTlER,

we can find good fits even with qTl = 0.08. Given these
uncertainties, we emphasize that only the specifically al-
lowed range of parameters depends on the quenching fac-
tor, but not the presence of an allowed range itself.

The CaWO4 crystals employed by CRESST-II contain

impurities [44], for instance, Nd (
<∼ 1000 ppb), Gd (

<∼
4000 ppb) and Sm/Dy/Hf/Os (

<∼ 20 ppb each), but in
addition to their small abundances, these impurities are
all too light to be relevant as a target. Heavier impu-
rities are also irrelevant due to their small abundances.
Even taking a high rate of ∼ 600µBq from 210Pb [45],
the concentration of 210Pb compared to natW is ∼ 10−18.
Concentrations of 235U, 238U and 232Th [46] can be es-
timated to be below 10−11 compared to natW, and thus
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Graham, Harnik, Rajendran ’10

Electronic signal proportional to volume of detector
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KEY EVENTS IN 2011
• XENON100 unblinding/results

• CoGeNT update

• Removal of L-shell peaks, modulation study

• COUPP First results (CF3I)

• CF3I  ⇒  Light dark matter

• CF3I ⇔ NaI(Tl), CF3I ⇔ NaI(Tl)

• KIMS ( CsI(Tl) ), 1 yr study

•  CsI(Tl) ⇔ NaI(Tl),  CsI(Tl) ⇔ NaI(Tl)
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HOW MANY TYPES OF DARK 
MATTER ARE THERE?

(HINT >3)
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Hierarchy problem => WIMPS

Strong CP problem => axion
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Hierarchy problem => WIMPS

Strong CP problem => axion

What about other axions? 
(aka the “axiverse” Arvanitaki et al, ’10)Non-thermal candidates 

(gravino, axino - there are 
others)

Things we haven’t thought about...
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TO SUMMARIZE
• CDM is in major trouble 

• Cosmic rays are compelling signals of DM 

•DM is definitely going to be discovered soon

•We’ve already directly detected DM 

• There are an infinite number of DM candidates 

•Or maybe not

(or not)

(or not, or yes, but only conditionally)

 (or not, or maybe just some)

 (or twice, or three times, or not at all)

 (but we’ve already thought of the good ones)
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