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Atomic and molecular gases

Quantum degenerate dilute 
atomic gases of fermions 

and bosons

Bose-Einstein condensation 
   - Gross-Pitaevskii equation 
   - non-linear dynamics

Rotating condensates 
   - vortices 
   - fractional quantum Hall  

Molecules 
   - Feshbach resonances 
   - BCS-BEC crossover  
   - polar molecules

Optical lattices 
   - Hubbard models 
   - strong correlations 
   - exotic phases

control and tunability



Quantum simulation
Feynman (1982): 
Universal quantum simulator 

- simulation of a quantum mechanical 
  system with a well controlled system 
  quantum system 

- quantum systems are numerical 
  hard problems

- exponential grow of Hilbert space 
- sign problem in QMC

High-Tc superconductor

atoms in an  
optical lattice

- search for novel states of matter:

- understanding of quantum systems

- topological phases 
- spin liquids 
- ...

- Fermionic Hubbard  
  model 
- ....



Why quantum simulations?
Why is it interesting? 

- novel tool for strongly  
  correlated states 

- microscopic model for exotic 
  and topological phases with  
  many-body interaction terms

Exotic phases 

- emergent symmetry 
- gauge symmetry “QED”-like theories 
- fractional excitations 
- artificial light modes

Topological phases 

- fractional quantum Hall states 
- (non)-abelian anyons 
- application in topological 
  quantum computingDo exotic/topological phases  

exist in nature?

- Pfaffian state: fractional  
  quantum  Hall state with  
  a three-body interaction 

- toric code, color codes 
  string nets 

- ring exchange interaction 

How often do  
they appear?



Optical lattices



Interaction between light and atoms

- AC Stark shift (change in the grounds  
  state energy due to coupling to excited state) 

- Hamiltonian between atoms and light:   
  dipole approximation

H = �dE(t, r)

�Eg = ��(⇥)|E�|2

E(t) = E�e�i�t + E⇥
�ei�t- external  

  laser field: 

- rabi frequency: 

- detuning: � = � � (Ee � Eg)/�

� = |�e|dE�|g⇥|/�

blue detuned: 

- low field seeker

red detuned: 

- high field seeker
dynamical polarizability
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Interaction between light and atoms

- AC Stark shift

- spontaneous emission:

excited state has a finite life time  
due to spontaneous emission
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- loss of atoms from  
  the ground state

�g =
⇤2�e

⇥2 + �2
e/4

- limits life-time of a BEC in an  
  optical lattice 

- requires large detuning 

- high laser power

⇥� �e



Optical lattices
- a far-detuned standing laser wave provides  
  a periodic potential for the particles 

- recoil energy:  

- structure in 3D

laser laser

a = �/2

{

V (x) = V0 cos(kx)2

: wave length fixed by  
  the atomic transition

ki

�i : slightly different frequencies  
  to cancel cross terms

Ei
� : polarization as additional  

  degree of freedom

E(t, r) =
�

i

Ei
�i

cos(kir)e�i�it + c.c.
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Laser beams

high intensity

lower intensity

Optical lattices



Optical lattices

J. Sebby-Strabley, M. Anderlini, P.S. Jessen,  
and J.V. Porto, Phys Rev. A 73, 033605 (2006)

Tricks with 2D optical lattice

sum B! tot=B! +B! eff. For !B! ! ! !B! eff!,the direction of the quanti-
zation axis remains nearly constant along B! throughout the
lattice. The magnitude of the state dependent shift in this
limit is proportional to

!B! tot! = "#B! + B! eff$2 % !B! ! + B! eff · & B!

!B! !
' , #6$

and only the component of B! eff along B! contributes to the
potential. The ability to adjust the direction of B! provides
significant flexibility in designing state dependent potentials,
and allows for state dependent motion of atoms between the
two sites of the double well.

IV. IMPLEMENTATION

This double well lattice was implemented on an apparatus
described elsewhere (4). 87Rb Bose-Einstein condensates are
produced in an ultrahigh vacuum glass cell. We use rf evapo-
ration to make BECs with %200 000 atoms in the F=1,
mF=−1 hyperfine state. The BEC is confined in a cylindri-
cally symmetric magnetostatic trap with "! /2#=24 Hz and
"* /2#=8 Hz. The Thomas-Fermi radii of condensates are
%15 $m and %40 $m, respectively, with mean-field atom-
atom interaction energy approximately 500 Hz. Atoms in the
BEC are then directly loaded into the “tubes” created by the
2D double well lattice potential. The lattice beams are de-
rived from a continuous wave #cw$ Ti:sapphire laser with
%=810 nm, detuned far from the D1 #795 nm$ and D2
#780 nm$ transitions in 87Rb. On average 2600 in-plane lat-
tice sites or 1300 out-of-plane lattice sites #tubes$ are filled
with approximately 80 and 160 atoms per site, respectively.
Due to the tight confinement, the mean-field energy is much
larger in the tubes than in the magnetic trap, as much as
7 kHz. During our experiments the magnetic confining po-
tential is left on.

The experimental schematic of the double well lattice is
shown in Fig. 6. An acousto-optical modulator #AOM$ pro-
vides rapid intensity control of the lattice light. The lattice
light is coupled into a polarization maintaining fiber to pro-
vide a clean TEM00 spatial mode. A Glan-Thompson polar-
izer after the fiber creates a well defined polarization in the
xy plane. The light is folded by plane mirrors M1 and M2
then retroreflected by concave mirror M3. Lenses L0, L1, and
L2 in the input beam and after M1, M2, respectively, provide
a weak focus #all four beams have 1/e2 beam radius of
%170 $m$ at the intersection of the four beams. A 1-cm-
thick optical flat after L2 is used to translate the beam with
wave vector k!2 without changing the angle of k!2 relative to
k!1. Mirror M3 images the intersection point back onto itself.

Three electro-optic modulators #EOMs$, EOM&, EOM',
and EOM(, control the topology of the lattice. EOM& is
aligned with its fast axis orientated 45" relative to the axis of
the Glan-Thompson polarizer, allowing for control of the
angle &, which determines the ratio Ixy / Iz=cot2 &. EOM'
and EOM( are aligned with their fast axes in the xy plane
allowing for control of the differential phases )' and )(,
respectively. For these initial experiments EOM( was not
implemented.

L1, L2, M1, M2, and EOM' are located on a fixed plate. A
preliminary alignment of the optics on the fixed plate was
performed before installation on the BEC apparatus. In par-
ticular, M1 and M2 were first aligned using a pentaprism,
and then lenses L1 and L2 were inserted and aligned to mini-
mize deflections. The entire plate was mounted next to the
BEC apparatus and the input lattice beam k!1 was aligned to
pass through the center of L1 and L2. With this technique we
measured that we were able to initially align the beams so
that the intersection angle deviated from orthogonality by
only !* ! =7 mrad.

Calibration of the in-plane lattice depth is achieved by
pulsing the lattice and observing the resulting momentum
distribution in time of flight #TOF$ (24). This atomic diffrac-
tion pattern reveals the reciprocal lattice of the optical lattice.
Diffraction from the perfect in-plane lattice has momentum
components at multiples of ±2+kx̂ and ±2+kŷ, while dif-
fraction from the out-of-plane lattice has additional compo-
nents at multiples of ±"2+k#x̂± ŷ$. The diffraction patterns
for both lattices after 13 ms TOF are shown in Fig. 7. For
120 mW and at %=810 nm, we measure an average lattice
depth of U0=40ER (ER=+2k2 / #2m$=h,3.5 kHz, m is the
Rubidium mass) in each of the independent 1D lattices mak-
ing up the in-plane lattice. As seen in Fig. 2#b$, we calculate
that the out-of-plane lattice is four times deeper than the
in-plane lattice for equal intensity.

Pulsing the lattice is a useful method for determining the
average in-plane lattice depth, but this method discloses little
information about variations in depth -U between adjacent
sites of the in-plane lattice #such as variations caused by &
!0 and/or *!0$. On the other hand, the ground-state wave
function of the in-plane lattice is sensitive to -U, and we can
use this to make & ,*%0. Information about the ground state
can be revealed by adiabatically loading the atoms into the

FIG. 6. #Color online$ Schematic of the experimental implemen-
tation of the 2D double well lattice made from a single folded,
retroreflected beam. Mirrors M1 and M2, lenses L1 and L2, and
EOM' are mounted on a fixed plate.
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sition of the atom cloud four times. The incoming beam with
wave vector k!1 along x̂ is reflected by mirrors M1 and M2,
and after traveling an effective distance d1 !where the effec-
tive distance includes possible phase shifts from the mirrors"
returns to the cloud with wave vector k!2. The beam is then
retroreflected by M3, returning a third time with wave vector
k!3=−k!2, having traveled an additional effective distance 2d2.
Finally, it makes a fourth passage with k!4=−k!1, traveling
again the distance d1. The total electric field for this 2D
four-beam lattice is given by Re#E! !x ,y"ei!t$, where

E! !x,y" = E1eik!1·r!ê1 + E2ei!"+k!2·r!"ê2 + E3ei!k!3·r!+"+2#"ê3

+ E4ei!2"+2#+k!4·r!"ê4, !1"

and r!=xx̂+yŷ, "=kd1, #=kd2, k=2$ /% !% is the wavelength
of the lattice light", and êi is the polarization vector of the ith
beam. In the absence of polarization rotating elements and
ignoring polarization dependent phase shifts from mirrors,
ê4= ê1 and ê3= ê2. Since the beam retraces the same path,
there are only two independent relative phases between the
four beams. As a result, the lattice is topologically stable to
vibrational motion of M1, M2, and M3; variations in d1 and
d2 result in a simple translation of the interference pattern
#21$.

The potential seen by an atom in a field Re#E! ei!t$ is given

by U=−!1/4"E! * ·! ·E! , where ! is the atomic polarizability
tensor #22$. In general, ! depends on the internal !angular
momentum" state of the atom, having irreducible scalar, vec-
tor, and second-rank tensor contributions with magnitudes
&s, &v, and &t, respectively. The scalar light shift, Us

=−&s %E! %2 /4, is state independent and directly proportional to
the total intensity. The vector light shift, Uv= i&v!E! *

'E! " · F̂ /4, depends on the projection of total angular mo-

mentum (F̂. It can be viewed as arising from an effective
magnetic field whose magnitude and direction depend on the
local ellipticity of the laser polarization, B! eff& i&v!E! *'E! ". It
vanishes for linearly polarized light. The total vector shift in
the presence of a static magnetic field B! is determined from
the energy of an atom in the vector sum field B! eff+B! . The

second-rank tensor contribution is negligible for ground-state
alkali atoms far detuned with respect to hyperfine splittings
#22$, and we will ignore it in this paper.

Consider the ideal situation with four beams of equal in-
tensities !Ei=E" which intersect orthogonally !k!1 ·k!2=0". As
a first case consider ê1= ŷ, ê2= x̂, where all the light polariza-
tions are in the plane. We will refer to this configuration as
the “in-plane” lattice. The spatial dependence of the electric
field is given by the real part of

E! xy!x,y" = E!eikx + ei!2"xy+2#xy−kx""ŷ + E!ei!−ky+"xy"

+ ei!"xy+2#xy+ky""x̂ ,

where "xy and #xy are the path-length differences for in-plane
light taking into account that the path length difference could
be polarization dependent. This gives a normalized total in-
tensity of

Ixy!x,y"/I0 = 2 cos!2kx − 2"xy − 2#xy"

+ 2 cos!2ky + 2#xy" + 4, !2"

where I0 is the intensity of a single beam. Due to the or-
thogonal intersection !k!1 ·k!2=0, etc." and the orthogonality of
the polarizations between k1

! and k2
! , etc., the resulting four

beam lattice is the sum of two independent 1D lattices. As
shown in Fig. 2!a", this creates a 2D square lattice with an-
tinodes !and nodes" spaced by % /2 along x̂ and along ŷ.
Since the four beam intensities are equal, the lattice forms a
perfect standing wave, and the polarization is everywhere
linear, although the local axis of linear polarization changes
throughout the lattice. In this case the vector light shift van-
ishes, and the light shift is strictly scalar, U!x ,y"
=−&s)0 %E!x ,y"%2 /4. Note from Eq. !2" that varying "xy

changes the relative position of the lattice formed by k!1 and
k!4, moving the lattice along x̂. The phase #xy affects both 1D

FIG. 1. 2D lattices with four beams. !a" Lattices formed by
interfering two independent standing waves must be actively stabi-
lized to be topologically phase stable against phase noise caused by
vibration of mirrors. !b" Lattices formed from a folded retrore-
flected beam have intrinsic topological phase stability.

FIG. 2. Calculated intensities for in-plane lattice !a" and the
out-of-plane lattice !b". Cross sections taken on the white dashed
line are shown below their respective plot; a cross is used to denote
the origin in each plot. The in-plane lattice has the familiar cos2

profile typical of % /2 lattices, while the out-of-plane lattice has a
cos4 profile and periodicity of %. The flat portion of the !b" cross
section shows the intersection of two nodal lines.
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sition of the atom cloud four times. The incoming beam with
wave vector k!1 along x̂ is reflected by mirrors M1 and M2,
and after traveling an effective distance d1 !where the effec-
tive distance includes possible phase shifts from the mirrors"
returns to the cloud with wave vector k!2. The beam is then
retroreflected by M3, returning a third time with wave vector
k!3=−k!2, having traveled an additional effective distance 2d2.
Finally, it makes a fourth passage with k!4=−k!1, traveling
again the distance d1. The total electric field for this 2D
four-beam lattice is given by Re#E! !x ,y"ei!t$, where

E! !x,y" = E1eik!1·r!ê1 + E2ei!"+k!2·r!"ê2 + E3ei!k!3·r!+"+2#"ê3

+ E4ei!2"+2#+k!4·r!"ê4, !1"

and r!=xx̂+yŷ, "=kd1, #=kd2, k=2$ /% !% is the wavelength
of the lattice light", and êi is the polarization vector of the ith
beam. In the absence of polarization rotating elements and
ignoring polarization dependent phase shifts from mirrors,
ê4= ê1 and ê3= ê2. Since the beam retraces the same path,
there are only two independent relative phases between the
four beams. As a result, the lattice is topologically stable to
vibrational motion of M1, M2, and M3; variations in d1 and
d2 result in a simple translation of the interference pattern
#21$.

The potential seen by an atom in a field Re#E! ei!t$ is given

by U=−!1/4"E! * ·! ·E! , where ! is the atomic polarizability
tensor #22$. In general, ! depends on the internal !angular
momentum" state of the atom, having irreducible scalar, vec-
tor, and second-rank tensor contributions with magnitudes
&s, &v, and &t, respectively. The scalar light shift, Us

=−&s %E! %2 /4, is state independent and directly proportional to
the total intensity. The vector light shift, Uv= i&v!E! *

'E! " · F̂ /4, depends on the projection of total angular mo-

mentum (F̂. It can be viewed as arising from an effective
magnetic field whose magnitude and direction depend on the
local ellipticity of the laser polarization, B! eff& i&v!E! *'E! ". It
vanishes for linearly polarized light. The total vector shift in
the presence of a static magnetic field B! is determined from
the energy of an atom in the vector sum field B! eff+B! . The

second-rank tensor contribution is negligible for ground-state
alkali atoms far detuned with respect to hyperfine splittings
#22$, and we will ignore it in this paper.

Consider the ideal situation with four beams of equal in-
tensities !Ei=E" which intersect orthogonally !k!1 ·k!2=0". As
a first case consider ê1= ŷ, ê2= x̂, where all the light polariza-
tions are in the plane. We will refer to this configuration as
the “in-plane” lattice. The spatial dependence of the electric
field is given by the real part of

E! xy!x,y" = E!eikx + ei!2"xy+2#xy−kx""ŷ + E!ei!−ky+"xy"

+ ei!"xy+2#xy+ky""x̂ ,

where "xy and #xy are the path-length differences for in-plane
light taking into account that the path length difference could
be polarization dependent. This gives a normalized total in-
tensity of

Ixy!x,y"/I0 = 2 cos!2kx − 2"xy − 2#xy"

+ 2 cos!2ky + 2#xy" + 4, !2"

where I0 is the intensity of a single beam. Due to the or-
thogonal intersection !k!1 ·k!2=0, etc." and the orthogonality of
the polarizations between k1

! and k2
! , etc., the resulting four

beam lattice is the sum of two independent 1D lattices. As
shown in Fig. 2!a", this creates a 2D square lattice with an-
tinodes !and nodes" spaced by % /2 along x̂ and along ŷ.
Since the four beam intensities are equal, the lattice forms a
perfect standing wave, and the polarization is everywhere
linear, although the local axis of linear polarization changes
throughout the lattice. In this case the vector light shift van-
ishes, and the light shift is strictly scalar, U!x ,y"
=−&s)0 %E!x ,y"%2 /4. Note from Eq. !2" that varying "xy

changes the relative position of the lattice formed by k!1 and
k!4, moving the lattice along x̂. The phase #xy affects both 1D

FIG. 1. 2D lattices with four beams. !a" Lattices formed by
interfering two independent standing waves must be actively stabi-
lized to be topologically phase stable against phase noise caused by
vibration of mirrors. !b" Lattices formed from a folded retrore-
flected beam have intrinsic topological phase stability.

FIG. 2. Calculated intensities for in-plane lattice !a" and the
out-of-plane lattice !b". Cross sections taken on the white dashed
line are shown below their respective plot; a cross is used to denote
the origin in each plot. The in-plane lattice has the familiar cos2

profile typical of % /2 lattices, while the out-of-plane lattice has a
cos4 profile and periodicity of %. The flat portion of the !b" cross
section shows the intersection of two nodal lines.
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V (x) = V0

�
cos(kx)2 + cos(ky)2

⇥

V (x) = V0 [cos(kx) + cos(ky)]2

- in plane polarization 
- cross terms disappear

- polarization along z-axes 
- lattice with cross terms

lattices, shifting the combined 2D lattice along !x̂− ŷ" /#2.
As a second case consider !ê1= ê2= ẑ", where all the light

polarizations are out of the plane. We will refer to this con-
figuration as the “out-of-plane” lattice. The electric field is
given by the real part of

E! z!x,y" = E!eikx + ei!2!z+2"z−kx" + ei!−ky+!z" + ei!!z+2"z+ky""ẑ ,

where !z and "z are the path-length differences for out-of-
plane light. In this case the intensity is not simply a sum of
independent functions of x and y, but rather given by

Iz!x,y"/I0 = 4$cos!kx − !z − "z" + cos!ky + "z"%2

= 16&cos' k

2
!x + y" −

!z

2
()2

#&cos' k

2
!x − y" −

!z

2
− "z()2

. !3"

As shown in Fig. 2!b", the added interference creates com-
ponents at k in addition to the components at 2k resulting in
a lattice spacing along x̂ and ŷ of $ rather than $ /2 !the
lattice period along x̂+ ŷ is $ /#2". In addition, the nodal
structure changes in that there are nodal lines along the di-
agonals. In particular, every other antinode of the in-plane
lattice is at the intersection of two nodal lines in the out-of-
plane lattice. The polarization is everywhere linear along ẑ,
giving rise to a strictly scalar light shift. As with the in-plane
lattice, varying !z translates the out-of-plane lattice along x̂,
and varying "z translates the lattice along !x̂− ŷ" /#2.

A double well lattice is realized by combining the in-
plane and out-of-plane polarizations. Since the polarizations
of the two lattices are orthogonal, the total intensity is Itot
= Ixy + Iz, and the scalar part of the light shift is simply a sum
of the light shifts from the in-plane and out-of-plane lattices.
Electro-optic elements in the beam paths d1 and d2 can pro-
duce different phase shifts for different input polarization,
allowing for control of the relative phases %!=!z−!xy and
%"="z−"xy, while maintaining vibrational phase stability of
the combined lattice. This combined lattice can have a vector
light shift, since relative phase shifts between the two polar-
izations allow for nonzero ellipticity, i!E! *#E! "!0. If both
lattices are everywhere in time phase !%!=0 or & and %"
=0 or &", the vector shift vanishes. Otherwise, there is a
nonzero, position dependent B! eff!x ,y" which lies in the x̂-ŷ
plane.

Control of the phase shifts, %" and %!, and the relative
intensity, Ixy / Iz, provides the flexibility to adjust the double
well parameters: the orientation !which wells are paired", the
barrier height, and the tilt. For instance, double well poten-
tials along the x̂ direction can be formed by setting %"=0
and %!=& /2. Figure 3 demonstrates how a site can be paired
with any one of its four nearest neighbors. Control of the
barrier height and of the tilt are shown in Fig. 4.

III. REALISTIC 2D DOUBLE WELL LATTICE

In the previous section we considered idealized lattices,
making assumptions about the amplitudes, wave vectors, and

polarizations of the beams in the lattice. In this section we
discuss considerations needed to experimentally realize the
lattices described above.

A. In-plane lattice

For certain applications, such as the realization of the
Mott-insulator state $5%, we need a nearly perfect in-plane
lattice, namely a square 2D lattice with little or no energy

FIG. 3. Adjustment of the phases %! and %" allow for nearest-
neighbor pairing with all four nearest neighbors. “'” marks the
location of a lattice site located at the origin which can be paired
with any of its four nearest neighbors !shown with !" depending
upon the choice of phase: !a" %!=& /2, %"=−& /2, !b" %!=−& /2,
%"=& /2, !c" %!=−& /2, %"=0, !d" %!=& /2, %"=0.

FIG. 4. Cross sections of example double well potentials. Solid
line represents the double well potential; dotted line shows the
placement and amplitude of the out-of-plane lattice. !a" The barrier
height, labeled above by the quantity (, of the double well can be
adjusted by placing the out-of-plane lattice “in the barrier” and
adjusting the ratio of Ixy / Iz. !b" The “tilt” of the double well !the
relative offset between adjacent sites" can be changed by adjusting
%! and %".
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- combined lattice   
- lattice of double wells

lattices, shifting the combined 2D lattice along !x̂− ŷ" /#2.
As a second case consider !ê1= ê2= ẑ", where all the light

polarizations are out of the plane. We will refer to this con-
figuration as the “out-of-plane” lattice. The electric field is
given by the real part of

E! z!x,y" = E!eikx + ei!2!z+2"z−kx" + ei!−ky+!z" + ei!!z+2"z+ky""ẑ ,

where !z and "z are the path-length differences for out-of-
plane light. In this case the intensity is not simply a sum of
independent functions of x and y, but rather given by

Iz!x,y"/I0 = 4$cos!kx − !z − "z" + cos!ky + "z"%2

= 16&cos' k

2
!x + y" −

!z

2
()2

#&cos' k

2
!x − y" −

!z

2
− "z()2

. !3"

As shown in Fig. 2!b", the added interference creates com-
ponents at k in addition to the components at 2k resulting in
a lattice spacing along x̂ and ŷ of $ rather than $ /2 !the
lattice period along x̂+ ŷ is $ /#2". In addition, the nodal
structure changes in that there are nodal lines along the di-
agonals. In particular, every other antinode of the in-plane
lattice is at the intersection of two nodal lines in the out-of-
plane lattice. The polarization is everywhere linear along ẑ,
giving rise to a strictly scalar light shift. As with the in-plane
lattice, varying !z translates the out-of-plane lattice along x̂,
and varying "z translates the lattice along !x̂− ŷ" /#2.

A double well lattice is realized by combining the in-
plane and out-of-plane polarizations. Since the polarizations
of the two lattices are orthogonal, the total intensity is Itot
= Ixy + Iz, and the scalar part of the light shift is simply a sum
of the light shifts from the in-plane and out-of-plane lattices.
Electro-optic elements in the beam paths d1 and d2 can pro-
duce different phase shifts for different input polarization,
allowing for control of the relative phases %!=!z−!xy and
%"="z−"xy, while maintaining vibrational phase stability of
the combined lattice. This combined lattice can have a vector
light shift, since relative phase shifts between the two polar-
izations allow for nonzero ellipticity, i!E! *#E! "!0. If both
lattices are everywhere in time phase !%!=0 or & and %"
=0 or &", the vector shift vanishes. Otherwise, there is a
nonzero, position dependent B! eff!x ,y" which lies in the x̂-ŷ
plane.

Control of the phase shifts, %" and %!, and the relative
intensity, Ixy / Iz, provides the flexibility to adjust the double
well parameters: the orientation !which wells are paired", the
barrier height, and the tilt. For instance, double well poten-
tials along the x̂ direction can be formed by setting %"=0
and %!=& /2. Figure 3 demonstrates how a site can be paired
with any one of its four nearest neighbors. Control of the
barrier height and of the tilt are shown in Fig. 4.

III. REALISTIC 2D DOUBLE WELL LATTICE

In the previous section we considered idealized lattices,
making assumptions about the amplitudes, wave vectors, and

polarizations of the beams in the lattice. In this section we
discuss considerations needed to experimentally realize the
lattices described above.

A. In-plane lattice

For certain applications, such as the realization of the
Mott-insulator state $5%, we need a nearly perfect in-plane
lattice, namely a square 2D lattice with little or no energy

FIG. 3. Adjustment of the phases %! and %" allow for nearest-
neighbor pairing with all four nearest neighbors. “'” marks the
location of a lattice site located at the origin which can be paired
with any of its four nearest neighbors !shown with !" depending
upon the choice of phase: !a" %!=& /2, %"=−& /2, !b" %!=−& /2,
%"=& /2, !c" %!=−& /2, %"=0, !d" %!=& /2, %"=0.

FIG. 4. Cross sections of example double well potentials. Solid
line represents the double well potential; dotted line shows the
placement and amplitude of the out-of-plane lattice. !a" The barrier
height, labeled above by the quantity (, of the double well can be
adjusted by placing the out-of-plane lattice “in the barrier” and
adjusting the ratio of Ixy / Iz. !b" The “tilt” of the double well !the
relative offset between adjacent sites" can be changed by adjusting
%! and %".

LATTICE OF DOUBLE WELLS FOR MANIPULATING¼ PHYSICAL REVIEW A 73, 033605 !2006"

033605-3



Many body Hamiltonian



- 1. Born approximation produces  
  exact scattering amplitude

Pseudo-potential
- microscopic interaction potential 

- Wigner threshold law: 

- replace with a effective interaction 
  reproducing the same scattering  
  properties

- many bound states 

- range

- low energy scattering  
  dominated by s-wave

- all higher terms in Born  
  expansion vanish

- dilute system



Atoms in an optical lattice
Many-body Hamiltonian 

- field operator 

optical lattice Pseudo-potential:

(i) Solve the single particle problem in 
    an optical lattice 

(ii) Add the interaction as perturbation

Hubbard model for  
Fermions and bosons

Derivation of effective low energy theory: 
Jaksch,  Phys. Rev. Lett. 81, 3108 (1998)



Microscopic Hamiltonian 

Interaction term 

- replace pseudo potential 

  
- wave function overlap 

V/Er

x

!BS

xi

w(x)

Wannier functions 

- localized wave function at 
  each lattice site 

- field operator 

Bloch wave  
function

onsite interactions 
dominate



Two approximations  

-    - function interaction 
   instead of pseudo potential 

- restriction to lowest Bloch band 

Hubbard model
Hubbard  

- restriction to the lowest Bloch band

hopping energy interaction energy

short distance cut-off  
with 

Valid for weak interactions

for stronger interactions both 
approximations fail

5 10 15 20 25

0.2

0.4

0.6

0.8



Bound states
- broad Feshbach resonance

Erratum: Microscopic Derivation of Hubbard Parameters for Cold Atomic Gases
[Phys. Rev. Lett. 104, 090402 (2010)]

Hans Peter Büchler
(Received 3 January 2012; published 8 February 2012)

DOI: 10.1103/PhysRevLett.108.069903 PACS numbers: 05.30.Fk, 03.75.Lm, 03.75.Ss, 34.50.Cx, 99.10.Cd

We report an error in the numerical implementation for the determination of the matrix !s
t ðEÞ appearing in [Eq. (4)]. It

was incorrectly assumed that limiting the summation over Bloch bands involved in the summation corresponds to a proper
regularization of the problem. In turns out, this introduces a systematic error. The proper procedure is to regularize the
problem with a function"ðrÞwith high energy cutoff!, and then determining the matrix !s

t ðEÞ for fixed cutoff! and shell
parameter S, which denotes the number of Bloch bands included in the summation for each spatial dimension. The correct
value for the matrix !s

t ðEÞ derives from the procedure

lim
!!0

½ lim
S!1

!s
t ðEÞ$; (1)

where the ordering of the limits is crucial. We have redetermined the bound state energies using the regularization

"ðrÞ ¼
Z
vð!Þ

dk

ð2#Þ3 e
ik!r; (2)

where the volume vð!Þ ¼ v0=!
3 is centered around k ¼ 0with v0 the volume of the Brillouin zone. The summation over

Bloch bands converges very quickly for S > 1=!. Then, the final limit ! ! 0 can be performed by the finite size scaling
analysis. Again, the convergence has been checked by varying the shell parameter S, cutoff !, as well as the precision for
the determination of the Bloch wave functions and energies.

The corrected results for the bound state energies are shown in Figs. 1 and 2. The qualitative features remain the same.
The main difference is that the lowest bound state energy is always lower than the energy Eho obtained by replacing the
optical lattice with a harmonic oscillator with trapping frequency !p ¼ ffiffiffiffiffiffiffiffiffiffiffiffi

4VEr

p
. This requirement follows from a

variational approach with the bound state wave function for two particles in the corresponding harmonic oscillator,

EB & hHi ¼ Eho þ h"Vi & Eho: (3)

Here, the potential "V denotes the difference between the optical lattice and the harmonic oscillator. This potential is
purely negative, which justifies the last inequality.

We would like to thank Javier von Stecher for pointing out the inconsistency of our previous results with the variational
argument, and Alexander Janisch for the improved numerical implementation.

FIG. 1 (color online). Exact bound state energies (red line) for two-atoms in an optical lattice of strength V ¼ 12Er andK ¼ 0. The
additional bound states (dashed grey lines) are weakly coupled to atoms in the lowest Bloch band. The blue dotted line corresponds to
the prediction obtained by replacing the optical lattice by a harmonic well with trapping frequency !p ¼ ffiffiffiffiffiffiffiffiffiffiffiffi

4VEr

p
.

PRL 108, 069903 (2012) P HY S I CA L R EV I EW LE T T E R S
week ending

10 FEBRUARY 2012

0031-9007=12=108(6)=069903(2) 069903-1 ! 2012 American Physical Society

Büchler, PRL (2010)



Topological phases for cold atomic  
gases in optical lattices



Hubbard model  
   
- spin 1/2 system with spin  
  dependent optical lattices 

- exchange interaction (XXZ model) 

Spin exchange interaction
 L.-M. Duan, E. Demler, and M. D. Lukin, PRL 91, 090402 (2003).

H = �
X

hiji

tµ,�c
†
i,�ci,� + U

X

i

ni,"ni,#

H =
X

hi,ji

h
�
µ,z

�z

i

�z

i

+ �
µ,?

�
�x

i

�x

j

+ �y

i

�y

j

�i

hopping dependent on  
spin and direction

�µ,z =
t2µ," + t2µ,#

2U
second order perturbation  

theory in the hopping



Kitaev model on hexagonal 
lattice 
A. Kitaev, Annals of Physics, 321, 2 (2006)  
  
- different interactions on the  
  x,y,z -links 

Gapped phase (A): 

Gapless phase (B): 

Spin exchange interaction
 L.-M. Duan, E. Demler, and M. D. Lukin, PRL 91, 090402 (2003).

H =
X

⌫2{x,y,z}

�
⌫

�⌫

i

�⌫

j
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z
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gapless

gappedAz
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B

Figure 5: Phase diagram of the model. The triangle is the section of the positive octant
(Jx, Jy, Jz ! 0) by the plane Jx + Jy + Jz = 1. The diagrams for the other octants are similar.

gapped phases, Ax, Ay, and Az, are algebraically distinct, though related to each other by
rotational symmetry. They differ in the way lattice translations act on anyonic states (see
Section 5.2). Therefore a continuous transition from one gapped phase to another is impossible,
even if we introduce new terms in the Hamiltonian. On the other hand, the 8 copies of each
phase (corresponding to different sign combinations of Jx, Jy, Jz) have the same translational
properties. It is unknown whether the 8 copies of the gapless phase are algebraically different.

We now consider the zeros of the spectrum that exist in the gapless phase. The momentum q
is defined modulo the reciprocal lattice, i.e., it belongs to a torus. We represent the momentum
space by the parallelogram spanned by (q1,q2) — the basis dual to (n1,n2). In the symmetric
case (Jx = Jy = Jz) the zeros of the spectrum are given by

q2 q
1

*q *q− q∗ ≡ 1
3q1 + 2

3q2 (mod q1,q2)

−q∗ ≡ 2
3q1 + 1

3q2 (mod q1,q2)
(34)

If |Jx| and |Jy| decrease while |Jz| remains constant, q∗ and −q∗ move toward each other (within
the parallelogram) until they fuse and disappear. This happens when |Jx| + |Jy| = |Jz|. The
points q∗ and −q∗ can also effectively fuse at opposite sides of the parallelogram. (Note that
the equation q∗ = −q∗ has three nonzero solutions on the torus).

At the points ±q∗ the spectrum has conic singularities (assuming that q∗ ̸= −q∗):

qδ y

qδ x

ε(q)

ε(q) ≈ ±
√

gαβ δqα δqβ,

where δq = q − q∗ or δq = q + q∗.
(35)
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- abelian anyonic excitations 
- ground state degeneracy 
  on torus 
- string order parameter 
- reduces to toric code

- in presence of a magnetic 
  field: non-abelian anyons 



Hubbard model with nearest-
neighbor interactions 
- one-dimensional setup 

- bosonic particles 

- Mott insulator for 

- Density wave for 

String order parameter
 E. G. Dalla Torre, E. Berg, and E. Altman, PRL 97, 260401 (2006)

strong nearest-neighbor  
interaction

V � U, t

New phase with string order parameter 
separating the Mott insulator and DW: 

h�nie
i⇡

Pj
k=i �nk�nji

dipolar  
interactions?



Hubbard model with nearest-
neighbor interactions 
- novel phase with string order 
  is in analogy to the Haldane  
  gapped phase for integer spin 

- mapping onto spin-1 Hamiltonian: 

- effective spin Hamiltonian

String order parameter
 E. G. Dalla Torre, E. Berg, and E. Altman, PRL 97, 260401 (2006)

Numerical results.—We investigate ground state and
lowest excitations of the Hamiltonian (1) in a space of
the parameters U and V using the DMRG algorithm [9].
Throughout we consider a filling of !n ! 1 particles per site
in the ground state. The maximal length of the system is
N ! 256 sites, and up to M ! 200 states are kept per
block. In most of the parameter regime we found that the
results do not change significantly when the cutoff in boson
occupation number per site is increased beyond 4. The 1=r3

interactions was included up to the next nearest neighbor
range. Open boundary conditions were used, and opposite
external chemical potentials were applied on the first and
last site in order to lift the ground state degeneracy in the
HI and DW phases.

The phase diagram of (1) in the (U, V) plane is shown in
Fig. 1. The nature of the phases in the DMRG simulation
was elucidated by a direct calculation of the ground state
correlation functions:

 RSF"ji# jj$ ! hbyi bji; (2)

 RDW"ji# jj$ ! "#1$ji#jjh!ni!nji; (3)

 Rstring"ji# jj$ ! h!niei"
P

j
k!i !nk!nji: (4)

Here !ni % ni # !n. The superfluid phase is characterized
by a power law decay of RSF / ji# jj#1=2K with Luttinger
parameter K & 2. In the MI phase, all the correlation
functions decay exponentially to zero. In the DW phase
RDW"ji# jj$ approaches a constant at long distances [note
that also Rstring"ji# jj$! const ! 0], and the lattice trans-
lation symmetry is spontaneously broken. In analogy to the
S ! 1 XXZ chain [11,12,14,15], we expect the appearance

of another phase (the Haldane phase) between the MI and
DW phases. This phase is characterized by Rstring"ji#
jj$! const ! 0, while the DW correlations decay expo-
nentially. Unlike the density wave phase, this phase does
not break the lattice translation symmetry. It does, how-
ever, break a hidden Z2 symmetry related to the string
order parameter [12,16]. Figure 2(a) presents an example
of how the phase boundaries were determined: we show the
string and DW order parameters (defined as the square root
of the asymptotic values of the corresponding correlation
functions) as a function of V along the line U ! 6t. The
phase transitions from MI to HI and from HI to DW are
clearly visible and seem to be of second order.

The phase diagram does not change qualitatively if we
keep only the nearest-neighbor interactions in (1).
However, further range interactions act to frustrate the
DW order and thereby widen the domain of the HI phase.
We note that previous DMRG studies of the Bose-Hubbard
model with nearest neighbor interaction [17] did not look
for the string correlations and therefore did not find the
subtle HI phase.

In addition to the ground state, the energies of the first
few excited states were calculated. The gap to the first
excited state with the same number of particles as the
ground state, "0 ! E"1$!n!0 # E

"0$
!n!0, was calculated by tar-

geting also the first excited state in the DMRG calculation.
Here !n is the number of particles relative to a state with
exactly !n ! 1 particles per site. The charge gap of the
system "1 ! E"0$!n!1 ' E

"0$
!n!#1 # 2E"0$!n!0 was calculated

by targeting the ground states of the !n ! (1 sectors.
The gaps "0, "1 along the line U ! 6t in the (U, V)

plane are shown in Fig. 2(b). At the transition point be-
tween the MI and HI phases, both "0 and "1 vanish, while
at the transition between the HI and DW phases only "0

vanishes. This indicates that both transitions are second
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FIG. 1. Phase diagram of the Hamiltonian (1) in the (U, V)
plane, obtained from DMRG. The phases that appear in the
diagram are: superfluid ()), Mott insulator (!), density wave
(x) and Haldane insulator (4). Inset: density wave (dashed line)
and string (solid line) correlations at a particular (U, V) point
[see (3) and (4),]. This point is in the HI phase, as can be seen
from the fact that string correlations do not decay, whereas DW
correlations decay rapidly.

 

0
0.5

1
1.5

3.5 4 4.5 5

3.5 4 4.5 5

0
0.2
0.4
0.6
0.8

or
de

r p
ar

am
et

er
s

∆ /t

(a)

(b)

V/t

V/t

FIG. 2. (a) DW order parameter (4) and string order parameter
(!) as a function of V along the line U ! 6t. (b) Gaps to neutral
and charged excitations, "0 ()) and "1 (*), respectively, (see
text) along the same line.

PRL 97, 260401 (2006) P H Y S I C A L R E V I E W L E T T E R S week ending
31 DECEMBER 2006

260401-2

|0i|� 1i |1i

H ⇡ t
X

i

�
S+
i S�

i+1 +H.c.
�

+
X

i

V Sz
i S

z
i+1 +

U

2

X

i

(Sz
i )

2



Majorana like edge states
Kraus, Dalmonte, Baranov, Läuchli, Zoller, PRL 111, 173004 (2013)

Double wire with pair hoping 
- one-dimensional setup of  
  spineless fermions 

- fixed total number of particles 

- DMRG is consistent with Majorana  
  like edge states

requires pair hopping 
between the chains



Artificial gauge fields



Artificial gauge fields

Two internal states 
   
- coupling by laser fields 
- free Hamiltonian ⌦

�H =
p2

2m
+ V (r) + U(r)

⌦

2

✓
cos ✓ sin ✓ei�

sin ✓e�i� � cos ✓

◆
: internal coupling  
  by the laser

- two dressed internal  
  states

Reviews: 
Goldman, Juzeliunas, Ohberg, Spielman, Rep. Prog. Phys. 77, 126401 (2014) 
Dalibard et al, Rev. Mod. Phys. 83, 1523 (2011)

|�1i =
✓

cos(✓/2)
ei� sin(✓/2)

◆
|�1i, |�2i

: spatial dependent 



Artificial gauge fields

Adiabatic approximation 
   
- strong couplings such that the atoms 
  remain in the same dressed state 

Reviews: 
Goldman, Juzeliunas, Ohberg, Spielman, Rep. Prog. Phys. 77, 126401 (2014) 
Dalibard et al, Rev. Mod. Phys. 83, 1523 (2011)

| i =
X

j=1,2

 j(r, t)|�j(r)i

- general wave function: 

- action of momentum operator

p| i =
X

j,2

h
p j(r, t)

i
|�ji+

X

j,l=1,2

Ajl l|�ji

Ajl = i~h�j |r|�li

i@t 1 =


(p�A)2

2m
+ V +

⌦

2
+W

�
 1

W =
~2
2m

|h�2|r|�1i|2



Optical flux lattices 

Artificial gauge fields

Cooper, PRL 2011

Limitations 
- vector potential is limited by  
   variation of the fields 

|A| . ~/�

BL2 =

I
dlA . L~/�

only weak magnetic fields

- periodic variation of the  
  dressing fields 

- singularity in the  
  vector potential

one flux per  
unit cell

Topological  
band structures



Topological band structure

singel particle band structure 
independent on statistics of particles

edge states

17

- topological quantum numbers 
- edge states

Requirements for topological states/phase

Fermions

Bosons

integer filling+ 
weak interactions

flat bands + 
strong interactions

topological insulators

fractional topological  
insulators

flat bands + 
strong interactions

bosonic fractional  
topological insulators



Topological band structures using  
dipolar exchange interactions



Spin Hamiltonian

Spin Hamiltonian for polar 
molecules 

- polar molecules trapped in 
  an optical lattice 

- suppressed tunneling 

- one particle per lattice site 

- electric field perpendicular to 
  the plane splits rotational 
  excitations 

- two levels:  spin 1/2 system 

- dipole-dipole interaction gives  
  rise to spin Hamiltonian

|1, 1�|1,�1⇥



Spin Hamiltonian

Ising interactions 

- static dipole moments within  
  each rotational state

Ising magnetic field energy 
shift



Spin Hamiltonian
XY interactions 

- resonant exchange interactions 

- ferro/ antiferro - magnetic interaction  
  depending on excited rotational state

+ for m=0 
-  for m=1

Magnetic field 

- microwave field coupling 
  ground and excited state 

- rotating frame



Spin Hamiltonian
XXZ model 

- dipolar decay of the coupling parameters 

- highly tunable from ferro- to anti-    
  ferromagnetic coupling

Ising (anti-) ferromagnetic coupling

H = ⌥J
X

i6=j

�i
z�

j
z

|Ri �Rj |3

✓ = 0,⇡

H = ⌥J
X

i6=j

�i

x

�j

x

+ �i

y

�j

y

|R
i

�R
j

|3

XY (anti-) ferromagnetic coupling

✓ = ±⇡/2



Spin Hamiltonians for topological states

Kitaev Honeycomb lattice 
Gorshkov, Hazzard, and Rey, 2013 
Micheli, Brennen, and Zoller, Nature Physics 2, 341 (2006) 

- controlling the spin interactions with static 
  electric and microwave fields

Topological flat bands 

- resonant spin exchange interaction 
  all hopping of spin excitations 

2

(DC E-field)ẑ
Z

X

Y

�
�0

⇥0

R

FIG. 1. (color online). The lattice of molecules is in the
XY plane. The direction of the DC electric field is ẑ. The
xyz coordinate system is obtained from the XY Z coordinate
system by rotating the former around Ẑ by �0 and then ro-
tating it around ŷ by ⇥0. A typical vector R with spherical
coordinates (R, ✓,�) in the xyz coordinate system has polar
coordinates (R,�) in the XY plane.

In general, the molecules can be allowed to hop to give
rise to Hubbard-type [25, 45] or t-J-type [46, 47] models
with highly tunable anisotropic long-range spin-spin in-
teractions. In this paper, however, we will assume that
the lattice is so deep that tunneling is negligible and
molecules are pinned in the motional ground state on
each site. The field-free (i.e. E = 0) eigenstates of H0 are
the simultaneous eigenstates of N2 and N

z

with eigen-
values N(N +1) and M , respectively. Let us denote with
|N, Mi the eigenstates of H0, which the field-free eigen-
states connect to as E is turned on. For each molecule,
we define [28] d± = ⌥(dx ± idy), which changes the M
of the molecule by ±1, while d0 = dz couples rotational
states with the same M . There are no selection rules on
N for E 6= 0.

Consider two molecules i and j separated by R
ij

,
which has polar coordinates (R

ij

, ⇥
ij

) in the XY plane
and spherical coordinates (R

ij

, ✓
ij

, �
ij

) in the xyz coordi-
nate system. The dipole-dipole interaction between these
two molecules is [48]

H
ij

=
di · dj � 3(di · R̂

ij

)(dj · R̂
ij

)

R3
ij

(2)

= �
p

6

R3
ij

2X

q=�2

(�1)qC2
�q

(✓
ij

, �
ij

)T 2
q

(di,dj), (3)

where Ck

q

(✓,�) =
q

4⇡
2k+1Y

kq

(✓,�), Y
kp

are spherical har-

monics, T 2
±2 = d±

i

d±
j

, T 2
±1 =

�
d0
i

d±
j

+ d±
i

d0
j

�
/
p

2, and

T 2
0 =

�
d�
i

d+
j

+ 2d0
i

d0
j

+ d+
i

d�
j

�
/
p

6, so that T 2
q

changes

the total M of the two molecules by q. T 2
±1 contributes

only at those values of the DC electric field that have
�± (M ! M ± 1) and ⇡ (M -conserving) transitions of
matching frequency.

In each molecule, we couple states |N, Mi with several
microwave fields and choose 2S +1 dressed states (linear
combinations of states |N, Mi) to define an e↵ective spin
S system. We will focus in this paper on homogeneous

driving, which is easier to achieve as it can be done with
microwave – as opposed to optical – fields. Extensions
to inhomogeneous driving allow for an even richer class
of Hamiltonians [49, 50]. Assuming dipole-dipole interac-
tions are too weak to take the molecules out of the 2S+1
chosen dressed states, we can project dipole-dipole inter-
actions onto these states to obtain a spin-S interaction
Hamiltonian of the form H = 1

2

P
i6=j

H
ij

, where

R3
ij

H
ij

= v(✓
ij

, �
ij

) · H. (4)

Here

v(✓,�) =
⇣
�2C2

0 , �
p

6Re[C2
2 ],

p
6Im[C2

2 ], Re[C2
1 ], Im[C2

1 ]
⌘

is a real five-component vector describing the five di↵er-
ent angular dependences (the prefactors are chosen for
later convenience). Each of the five components of H
is a Hamiltonian acting on the Hilbert space of the two
spin-S particles i and j and comes with its own angu-
lar dependence. Specific examples for the components
of H are given below, for example Eq. (7) for the spin-
1/2 case. Due to Hermiticity and symmetry under the
exchange of the two particles, each component of H has
[(2S + 1)4 + (2S + 1)2]/2 independent real coe�cients.
With an appropriate choice of rotational states, DC elec-
tric field strength, and a su�cient number of microwave
fields, one might envision achieving full control over all
5[(2S+1)4+(2S+1)2]/2 coe�cients, which, together with
⇥0, �0, and a choice of lattice, determine the system. Re-
quiring in addition that the total number of particles in
any given internal state is conserved gives only (2S +1)2

independent coe�cients in each angular dependence.
Eq. (4) allows one to access a great variety of exotic

spin Hamiltonians. Since we will discuss S = 1/2 exam-
ples below in Eq. (7), here we only point out that, in Ref.
[33], we showed how Eq. (4) can be used to realize the
most general SU(2)-symmetric S = 1 Hamiltonian (the
so-called bilinear-biquadratic Hamiltonian) restricted to
the C2

0 angular dependence. in Ref. [33], we also briefly
mentioned the possibility of realizing the Kitaev honey-
comb model. In the present paper, we discuss the details
behind the realization of the Kitaev honeycomb model
and provide additional insights into how to generate spin
Hamiltonians with an arbitrary S.

SPIN HAMILTONIANS WITH ARBITRARY S

In this section, we show how to obtain a variety of
spin Hamiltonians with an arbitrary S. For simplicity,
in each molecule, we choose Q distinct |N, Mi states
and label them as |ai, where a = 1, . . . , Q. We break
this set of Q states into 2S + 1 disjoint sets labeled by
p = �S, . . . , S. We couple the states within each set with
microwave fields to form dressed states in the rotating
frame. We will show in detail below that ⇠ n microwave

- Hubbard model for  
  hard-core bosons 

- tunable hopping 

- flat bands



Polar molecules with additional 
spin degree of freedom 

Spin tool box with polar molecules
A. Micheli, G. K. Brenne, and P. Zoller, Nature Physics (2006)

ARTICLES

Si

S1

S2

D2

D1

Sj

E(t )

E(t )

x̂ẑ

r

ŷ

ζ

a b

Figure 1 Example anisotropic spin models that can be simulated with polar molecules trapped in optical lattices. a, Square lattice in 2D with nearest-neighbour
orientation-dependent Ising interactions along x̂ and ẑ. Effective interactions between the spins S1 and S2 of the molecules in their rovibrational ground states are generated
with a microwave field E(t ) inducing dipole–dipole interactions between the molecules with dipole moments D1 and D2, respectively. b, Two staggered triangular lattices with
nearest neighbours oriented along orthogonal triads. The interactions depend on the orientation of the links with respect to the electric field. (Dashed lines are included
for perspective.)

is coupled strongly through the dipole–dipole interactions, whose
signatures are the long-range 1/r3 character and an angular
dependence, where the polar molecules attract or repel each other
depending on the relative orientation of their dipole moments.
In addition, microwave excitation of rotational energy levels
allows us to effectively tailor the spatial dependence of dipole–
dipole interactions. Finally, accounting for the spin–rotation
splitting of molecular rotational levels, we can make these dipole–
dipole interactions spin-dependent. General lattice-spin models are
readily built from these binary interactions.

ANISOTROPIC SPIN MODELS WITH NOISE-RESILIENT GROUND STATES

Two highly anisotropic models with spin-1/2 particles, which
we will show how to simulate, are illustrated in Fig. 1a and b
respectively. The first model takes place on a square 2D lattice with
nearest-neighbour interactions

H (I)
spin =

ℓ−1∑

i=1

ℓ−1∑

j=1

J(σz
i,jσ

z
i,j+1 +cosζσx

i,jσ
x
i+1,j).

Introduced by Duoçot et al.8 in the context of Josephson junction
arrays, this model (for ζ ̸= ±π/2) admits a twofold degenerate
ground subspace that is immune to local noise up to ℓth order, and
hence is a good candidate for storing a protected qubit.

The second model occurs on a bipartite lattice constructed with
two 2D triangular lattices, one shifted and stacked on top of the
other. The interactions are indicated by nearest-neighbour links
along the x̂, ŷ and ẑ directions in real space:

H (II)
spin = J⊥

∑

x-links

σx
j σ

x
k + J⊥

∑

y-links

σ
y
j σ

y
k + Jz

∑

z-links

σz
j σ

z
k .

This model has the same spin dependence and nearest-neighbour
graph as the model on a honeycomb lattice introduced by Kitaev9.
He has shown that by adjusting the ratio of interaction strengths
|J⊥|/|Jz| the system can be tuned from a gapped phase carrying

abelian anyonic excitations to a gapless phase that, in the presence
of a magnetic field, becomes gapped with non-abelian excitations.
In the regime |J⊥|/|Jz| ≪ 1 the hamiltonian can be mapped to a
model with four-body operators on a square lattice with ground
states that encode topologically protected quantum memory10. One
proposal11 describes how to use trapped atoms in spin-dependent
optical lattices to simulate the spin model H (II)

spin. There the induced
spin couplings are obtained through spin-dependent collisions in
second-order tunnelling processes. Larger coupling strengths are
desirable. In both spin models (I and II) above, the signs of the
interactions are irrelevant, although we will be able to tune the signs
if needed.

SPECTROSCOPY OF POLAR MOLECULES IN OPTICAL LATTICES

Our system comprises heteronuclear molecules with 2$1/2 ground
electronic states, corresponding, for example, to alkaline-earth
monohalides with a single electron outside a closed shell. We
adopt a model molecule where the rotational excitations are
described by the hamiltonian Hm = BN2 + γN ·S, with N being
the dimensionless orbital angular momentum of the nuclei, and
S being the dimensionless electronic spin (assumed to be S = 1/2
in the following). Here B denotes the rotational constant and
γ is the spin–rotation coupling constant, where a typical B is
a few tens of GHz, and γ is in the hundred MHz regime.
The coupled basis of a single molecule i corresponding to the
eigenbasis of Hi

m is {|Ni, Si, Ji;MJi ⟩}, where Ji = Ni + Si with
eigenvalues E(N = 0,S = 1/2,J = 1/2) = 0,E(1,1/2,1/2) = 2B−
γ , and E(1,1/2,3/2) = 2B + γ/2. Although we ignore hyperfine
interactions in the present work, our discussion below is readily
extended to include hyperfine effects, which offer extensions to spin
systems S > 1/2.

The hamiltonian describing the internal and external dynamics
of a pair of molecules trapped in wells of an optical lattice
is denoted by H = Hin + Hex. The interaction describing the
internal degrees of freedom is Hin = Hdd + ∑2

i=1 Hi
m. Here Hdd

is the dipole–dipole interaction given below in equation (1).
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- integer filling of molecules in the lattice 

- strong electric dipole moment with strong 
  spin-rotational coupling 

realization of Kitaev’s Honeycomb  
lattice model



Bosonic Fractional Chern insulator
Yao, Gorshkov, Laumann, Läuchli, Ye, and M.D. Lukin, PRL 110, 185302 (2013)

Flat topological band 
- combination of dipolar exchange 
  interaction and artificial gauge fields 

- effective bosonic particles with  
  hard-core constraint and dipolar  
  interaction 

the molecules. Here, the quantization axis, ẑ, lies along the
applied electric field and jJ;mi denotes the state adiabati-
cally connected (via ~E) to the rotational eigenstates
[26,27]. Each molecule is driven by optical radiation,
which couples the three J ¼ 1 states to a pair of molecular
excited states je1i and je2i, in the so-called M-scheme
[Fig. 1(b)]. The Hamiltonian for each molecule with the
laser on has the form Hr¼@½je1ið!1h1;$1jþ!2h1;0jÞþ
je2ið!3h1;0jþ!4h1;1jÞþH:c:' in the rotating frame,
where !i are Rabi frequencies serving as the control
parameters. The above Hamiltonian admits a unique
‘‘dark’’ eigenstate, j "i¼ 1

~!
ð!2!4j1;$1i$!1!4j1;0iþ

!1!3j1;1iÞ, which is decoupled both from the excited

states and from the radiation field ( ~! is a normalization).
Together with the rovibrational ground state, which we
label as j#i, this forms an effective two-state spin degree
of freedom on each site [19,26,28–31].
Individual molecules interact with one another via elec-

tric dipole-dipole interactions,

Hdd ¼
1

2

X

i!j

!

R3
ij

½di ( dj $ 3ðdi ( R̂ijÞðdj ( R̂ijÞ'; (1)

where ! ¼ 1=ð4"#0Þ and Rij connects molecules i and j.
The dipole moment operator (di and dj) of each polar
molecule is directed along the internuclear axis. We let d
be the permanent molecular dipole moment and R0 be the
nearest-neighbor lattice spacing [27]. By ensuring that the
characteristic dipolar interaction strength, !d2=R3

0, is much
weaker than the optical dressing, !i, all molecules remain
within the Hilbert space spanned by fj"i; j#ig. Moreover,
this interaction is also much weaker than the bare rota-
tional splitting 2B [Fig. 1(b)] and thus cannot cause tran-
sitions that change the total number of j"i excitations. This
effective conservation law suggests the utility of recasting
the system in terms of hardcore bosonic operators, ayi ¼
j"ih#ji, which create spin-flip ‘‘particles.’’ Mediated by the
dipolar interaction, these molecular spin flips hop from site
j to site i with amplitude tij ¼ $h"i#j jHddj #i"ji. As each
hardcore boson harbors an electric-field induced dipole
moment, there also exist long-range density-density inter-
actions of strength Vij¼ h"i"j jHddj "i"jiþ h#i#j jHddj #i#ji$
h"i#j jHddj "i#ji$ h#i"j jHddj #i"ji. In combination, this yields
a two-dimensional model of hardcore lattice bosons [27],

HB ¼ $
X

ij

tija
y
i aj þ

1

2

X

i!j

Vijninj; (2)

whose total number, N ¼ P
ia

y
i ai, is conserved [19,27].

Variations in the dipolar-induced on-site potential, tii,
can be regulated via tensor shifts from the optical
lattice [27].
To ensure that our effective hardcore bosons reside in a

topological flat band, we adjust the optical beams that dress
the molecules to produce a square lattice with four types
of sites, fa; b; A; Bg, as shown in Fig. 2(a) [27]. Owing to
interference between the dressing lasers, the dark state on
each of the sites is a different linear combination of the
three J ¼ 1 states, implying that the hardcore boson, ayi , is
site dependent. Despite the existence of four unique lattice
sites, so long as tij and Vij remain invariant under trans-
lations by the direct lattice vectors ~g1 and ~g2 [Fig. 2(a)], the
Hamiltonian retains a two-site unit cell. Thus, computing
the single-particle band structure produces two bands in
momentum space, with the bottom band possessing non-
zero Chern number, C ¼ $1, as shown in Fig. 2(b) [19].
To characterize the single-particle dispersion, we com-

pute the flatness ratio, f, between the band-gap and the
width of the lowest band [16–18]. Numerical optimization

FIG. 1 (color online). Realization of a fractional Chern insu-
lator. (a) Schematic representation of the two-dimensional array
of polar molecules dressed by optical beams (red arrows). Each
polar molecule is characterized as an effective pseudo-spin-flip,
which can hop and interact mediated by the long-range dipolar
interaction; $ represents the Aharanov-Bohm phase which the
spin-flip acquires as it traverses a plaquette. (inset) Molecules
occupy the fX; Yg plane and the rotational quantization axis is
set by an applied electric field along the ẑ direction. "0 and #0

define the fx; y; zg axes with respect to the lattice coordinates
fX; Y; Zg. (b) We consider the J¼0, 1 manifolds of each mole-
culewith the j0; 0i state representing spin-down. The spin-up state
is created via optical Raman dressing in theM-configuration. The
optical radiation admits a single dark eigenstate, which is a linear
combination of the three states in the J ¼ 1 manifold. (c) Phase
diagram for 40K87Rb molecules at half-filling with a total of
Ns ¼ 24 sites as a function of electric field strength and tilt "0.
Each phase finds a direct analogy in the language of frustrated
magnetism and the equivalent nomenclature is given below. The
striped solid (SS), knight’s move solid (KMS), checkerboard
(CKB), and striped supersolid (SSS) are named for the position
of bosons in the structure factor. The dotted line at jEj ¼ 0
signifies the fact that a minimal electric field is always required
to split the degeneracy within the J ¼ 1 manifold.
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Mapping onto two hard-core bosons: 

- bosonic creation operators for excitations

Rydberg atoms in an optical lattice
Setup 

- one atom per lattice site 
  with quenched tunneling 

- static external electric field 
  and magnetic field 

- select three internal states 

: ground state|+ii|�ii
|0ii : two excited states

|+ii = b†i,+|0i

|�ii = b†i,�|0i

|�ii |+ii

|0ii



Edge states

edge states

17

Finite system in y-direction 

- bulk edge correspondence 
  (Hatsugai PRL 1993) 

- exponential localization in  
  presence of long-range hopping

C= 2 implies two edge states



Flat topological bands

honeycomb lattice: flat bands

19

honeycomb lattice: flat bands

19

Honeycomb lattice 

- much flatter bands accessible 

- very rich topological structure  

- even richer for Kagame lattice
honeycomb lattice: topological phase diagram

23

C 2 {0,±1,±2,±3,±4}



Lattice shacking



Haldane model by lattice shaking
Distorted Honeycomb lattice

- non-interacting fermions 

- nearest-neighbor 
  hopping 

- Dirac cones

2

sum up to zero in one unit-cell, thereby preserving the
translation symmetry of the lattice. This gives rise to a
topological Chern-insulator, where a non-zero Hall con-
ductance appears despite the absence of a net magnetic
field [1, 2]. When both symmetries are broken, a topolog-
ical phase transition connects two regimes with a distinct
topological invariant, the Chern number, which changes
from 0 to ±1, see Fig. 1b. There, the gap closes at a sin-
gle Dirac point. These transitions have attracted great
interest, as they cannot be described by Landau’s theory
of phase transitions, owing to the absence of a changing
local order parameter [6].
A crucial experimental challenge for the realisation

of the Haldane model is the creation of complex next-
nearest-neighbour tunnelling. Here we show that this
becomes possible with ultracold atoms in optical lattices
periodically modulated in time. So far, pioneering ex-
periments with bosons showed a renormalization of ex-
isting tunnelling amplitudes in one dimension [9, 10], and
were extended to control tunnelling phases [11, 12] and
higher-order tunnelling [13]. In higher dimensions this
allowed for studying phase transitions [14, 15], and topo-
logically trivial staggered fluxes were realised [16, 17].
Furthermore, uniform flux configurations were observed
using rotation and laser-assisted tunnelling [18, 19], al-
though for the latter method, heating seemed to prevent
the observation of a flux in some experiments [20]. In
a honeycomb lattice, a rotating force can induce the re-
quired complex tunnelling, as recognised by T. Oka and
H. Aoki [7]. Using photonic crystal fibres, a classical
version of this proposal was used to study topologically
protected edge modes in the inversion-symmetric regime
[21]. We access the full parameter space of the Haldane
model using a fermionic quantum gas, by extending the
proposal to elliptical modulation of the lattice position
and additionally breaking IS through a deformation of
the lattice geometry.
The starting point of our experiment is a non-

interacting, ultracold gas of 4⇥ 104 to 6⇥ 104 fermionic
40K atoms prepared in the lowest band of a honeycomb
optical lattice created by several laser beams at wave-
length � = 1064 nm, arranged in the x � y plane as de-
picted in Fig. 1c and detailed in [8]. The two lowest
bands have a total bandwidth of h ⇥ 3.9(1) kHz, with
a gap of h ⇥ 5.4(2) kHz to the next higher band, and
contain two Dirac points at opposite quasi-momenta, see
Fig. 1d. Here h denotes Planck’s constant. After load-
ing the atoms into the honeycomb lattice, we ramp on
a sinusoidal modulation of the lattice position along the
x and y directions with amplitude 0.087(1)�, frequency
4.0 kHz and phase di↵erence '. This gives access to lin-
ear, circular and elliptical trajectories.
The e↵ective Hamiltonian of our system in the phase-

modulated honeycomb lattice is computed using analyti-
cal and numerical Floquet theory (See Methods and Sup-
plementary Material for a detailed discussion). It is well

described by the Haldane model [1]

Ĥ =
X

hiji

tij ĉ
†
i ĉj +

X

hhijii

ei�ij t0ij ĉ
†
i ĉj +�

AB

X

i2A

ĉ†i ĉi, (1)

where tij and t0ij are real-valued nearest- and next-
nearest-neighbour tunnelling amplitudes, and the latter
contain additional complex phases �ij defined along the
arrows shown in Fig. 1a. The fermionic creation and an-
nihilation operators are denoted by ĉ†i and ĉi. The energy
o↵set �

AB

? 0 between sites of the A and B sublattice
breaks IS and opens a gap |�

AB

| [8]. TRS can be broken
by changing '. This controls the imaginary part of the
next-nearest-neighbour tunnelling, whereas its real part
as well as tij and �

AB

are mostly una↵ected (Methods).
Breaking only TRS opens an energy gap |�

T

| at the
Dirac points given by a sum of three tunnel couplings t0l
connecting the same sublattice

�
T

= �max

T

sin (') = �
X

l

wlt
0
l sin (�l) , (2)

with weights wl depending on the lattice geometry. For
our parameters circular modulation (' = ±90�) leads
to a maximum gap of h ⇥ 88+10

�34

Hz, whereas the gap
vanishes for linear modulation (' = 0�,±180�), where
TRS is preserved.
In order to probe the opening of gaps in the system,

we drive Landau-Zener transitions through the Dirac
points [8, 22]. Applying a constant force along the x-
direction by means of a magnetic field gradient causes
an energy o↵set E/h = 103.6(1)Hz per site, thereby in-
ducing a Bloch oscillation. After one full Bloch cycle the
gradient is removed and the fraction of atoms ⇠ in the
second band is determined using a band-mapping proce-
dure (Methods). We measure ⇠ when breaking either IS
or TRS, corresponding to the vertical or horizontal axis
of the Haldane diagram of Fig. 1b. For broken IS, a
gap given by |�

AB

| opens at both Dirac points, leading
to a symmetric decay of ⇠ around �

AB

= 0, as shown
in Fig. 2a. In the case of broken TRS (Fig. 2b), a re-
duction in transfer versus modulation phase is observed.
This signals an opening gap, which is found to be largest
for circular modulation, as expected from Eq. (2).
Breaking either IS or TRS gives rise to similar, gapped

band structures, which are point-symmetric around
quasi-momentum q = 0. However, the resulting topolo-
gies of the eigenstates are di↵erent and can be charac-
terised by the Berry-curvature ⌦(q). In q-space, ⌦(q)
is analogous to a magnetic field and corresponds to the
geometric phase picked up along an infinitesimal loop.
When only IS is broken, the Berry-curvature is an odd
function of q, and its sign inverts for opposite �

AB

, see
Fig. 2e. The spread of ⌦(q) increases with the size of the
gap. Its integral over the first Brillouin-zone (BZ), the
Chern number ⌫, is zero, corresponding to a topologically
trivial system. However, with only TRS broken, ⌫ = ±1,

Haldane model

a

t
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B

B

B
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couplings

t'

d

qx

qy
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2nd BZ

Dirac points

- complex tunneling on between  
  the same sublattices

- topological phase transition: competition  
  between terms breaking time reversal  
  symmetry and inversion symmetry
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Haldane model by lattice shaking
Lattice shacking

- modifies tunneling strengths 

- induces phases onto the  
  tunneling 

- also leads to  
  longer-range hopping

Perturbation theory: 

- leading order influence on hopping

Jotzu, Messer, Desbuqois, Lebrat, Uehlinger, Greif, Esslinger, Nature, (2014)
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FIG. S3: Absolute gap versus modulation frequency !, for
circular modulation ' = ±90�, K

0

= 0.7778. The dark (light)
blue line shows the analytical results truncated at first (sec-
ond) order in 1/!. The two lines are almost identical.

FIG. S4: Bandwidth (defined as the energy splitting at q =
0) versus modulation frequency !, for circular modulation
' = ±90�, K

0

= 0.7778. The dashed grey line indicates
the identity line f(!) = ! which sets the maximum possible
bandwidth of the quasi-energy spectrum.

Fig. S2 shows the gap as a function of ' computed
through both numerical and analytic methods; they show
overall excellent agreement with a relative di↵erence of
approximately 1%.

Figs. S3 and S4 show the frequency dependence of
the gap and the bandwidth of the e↵ective quasi-energy
band-structure. Whereas the bandwidth remains close to
its static value renormalized by the zeroth-order Bessel
function (6tJ

0

(K
0

) ⇡ 5.13t with K
0

= 0.7778), the gap
increases as the modulation frequency ! decreases and
goes like 1/! for ! � t. We find only minor corrections
owing to the 1/!2 term of the analytic expansion, mean-
ing that a truncation to 1st order in 1/! is acceptable
for our parameters. Deviations from the numerical cal-
culations start to appear for frequencies below the static
bandwidth 6t. The induced gap remains considerable
even for the highest frequencies that would realistically
be employed in an experiment. Truncating the e↵ective
Hamiltonian at 0th order in 1/! is therefore not a valid
approximation for the honeycomb lattice.

The gap is a non-monotonic function of the modulation
amplitude K

0

. It is well matched by the analytic expan-

FIG. S5: Absolute gap versus modulation amplitude K

0

, for
circular modulation ' = ±90�, ! = 10t. The analytic line
is plotted at second order in 1/! and increasing number n of
the harmonics in the time-dependent Hamiltonian expansion.
The gap changes sign around K

0

= 4
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FIG. S6: Analytically computed gap versus relative phase '

and modulation amplitude K

0

at ! = 10t. Red indicates the
⌫ = 1 phase, blue the ⌫ = �1 phase.

sion up to n = 1 for amplitudes below K
0

⇡ 2, whilst for
amplitudes up to K

0

⇡ 7 expanding to at least n = 5 is
necessary (Fig. S5). Strikingly, the sign of the gap (and
therefore the Chern number ⌫) alternates for increasing
K

0

(the first inversion occurs between K
0

= 3.3 and 4.5),
which is also not predicted by the first order theory. The
general phase diagram in (', K

0

) space is drawn in Fig.
S6, and shows that, for certain large values of K

0

, the
⌫ = +1 phase becomes accessible for positive '.
With a preexisting sublattice o↵set �

AB

, the gaps at
the two Dirac points di↵er as soon as the modulation

Full numerical calculation  
based on tight binding  

approximation

!/t

tij ! J0(zij)tij

- first correction provides  
  next-nearest hopping with 
  a phase 



Haldane model by lattice shaking

Probing the gap

- low filling of the band with fermions 

- drive Bloch oscillations through  
  the Dirac point  

- measure diabatic transitions  
  into higher band 

Jotzu, Messer, Desbuqois, Lebrat, Uehlinger, Greif, Esslinger, Nature, (2014)
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Probing the Berry curvature
- Berry curvature acts as a magnetic field in  
  the semiclassical equation of motion 

- measure deflection for sign  
  of Berry curvature

Lorentz force

4

the position of each maximum for varying ' and find
opposite shifts for negative ' as predicted by Eq. (3)
using no free parameters, see Fig. 3c.

FIG. 3: Mapping out the transition line. a, Atomic
quasi-momentum distribution (averaged over 6 runs) after one
Bloch-oscillation for ' = +90�,�

AB

/h = 292(7)Hz. A line-
sum along q

x

shows the atomic density in the first BZ in
grey; atoms transferred at the upper (lower) Dirac point are
shown in orange (green) throughout. The fraction of atoms
in the second BZ di↵ers for q

y

? 0, which is a consequence
of simultaneously broken IS and TRS. b, Fractions of atoms
⇠± in each half of the second BZ. For linear modulation (left)
the gap vanishes at �

AB

= 0 for both Dirac points, whilst for
circular modulation (right) it vanishes at opposite values of
�

AB

. Gaussian fits (solid lines) are used to find the maximum
transfer, which signals the topological transition. Data are
mean ± s.d. of at least 6 measurements. c, Solid lines show
the theoretically computed topological transitions, without
free parameters. Dotted lines represent the uncertainty of
the maximum gap |�max

T

|/h = 88+10

�34

Hz, originating from the
uncertainty of the lattice parameters. Data are the points of
maximum transfer for each Dirac point, ± fit error, obtained
from measurements as in b for various '. Between the lines,
the system is in the topologically non-trivial regime.

In Figure 4 we show the measured di↵erential drift D
for all topological regimes, allowing for simultaneously
broken IS and TRS. Here, we reduce the modulation fre-
quency to 3.75 kHz where the signal-to-noise ratio of D
is larger, but which is less suited for a quantitative com-
parison of the transfer ⇠, as the lattice modulation ramps
are expected to be less adiabatic. D is non-zero only for
broken TRS and shows the expected antisymmetry with
' and symmetry with �

AB

. For large �
AB

, deep inside
the topologically trivial regime, D vanishes for all '. Pre-
cursors of the regimes with non-zero Chern number are
found to extend well beyond the transition lines. This ef-
fect may originate from the large di↵erence of the Berry-
curvature distribution and its associated band-structure
at the two gapped Dirac points when IS and TRS are
simultaneously broken (see Supplementary Figure S13).

Extending our work to interacting systems requires
su�ciently low heating. We investigate this with a repul-
sively interacting spin-mixture in the honeycomb lattice
previously used for studying the fermionic Mott insula-

b c
'

1 2

3

4

FIG. 4: Drift measurements. a, Di↵erential drift D in
quasi-momentum. Each pixel corresponds to at least one pair
of measurements, where the modulation frequency was set to
3.75 kHz. Data points for ' = ±120�, �

AB

/h = 503(7)Hz
were not recorded and are interpolated. b, All topologi-
cal regimes are explored and the expected momentum-space
drifts caused by the Berry-curvature are sketched for selected
parameters. c, Cut along the �

AB

/h = 15(7)Hz line. Data
show mean ± s.d. of at least 6 pairs of measurements.



Interference Measurment

Quantitative probing of  
Berry flux 

- interference with two different spin 
  species (bosons) 

- echo sequence 

- direct probe of encircled  
  Berry flux 

Duca, Li, Reitter, Bloch, Schleier-Smith, Schneider, Science (2015)
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FIG. 2. Momentum-resolved detection of Berry flux at the Dirac points. A, Sketch of the hexagonal lattice in real space with A (B)
sites denoted by solid (open) circles. The lattice is realized by interfering three laser beams (blue arrows) of wavelength �L, intensity Ii, and
frequency !L, with linear out-of-plane polarizations. A linear frequency sweep of lattice beam three creates a uniform lattice acceleration along
the y-direction. A magnetic field gradient B0 = 9.0(1)G/cm along the x-axis creates an additional spin-dependent force. B, Interferometer
sequence. Hexagons indicate the first Brillouin zone and red (blue) spheres are atoms in the |#i (|"i) state. The duration of the interferometer
sequence is 2⌧ = 1.6ms for all measurements. C, Summary of phase differences between measurement and reference loop for different
final quasimomenta kfin

y

. Error bars denote fit uncertainties or standard deviations in case of averages. Lines are ab initio theory using a full
band structure calculation with: no momentum spread �k = 0 and perfectly localized Berry curvature �k

⌦

= 0 (black); or �k=0.21k
L

and
�k

⌦

' 10�4k
L

(blue). The shaded area accounts for an experimental uncertainty of �k = 0.14–0.28k
L

. Insets show the fraction of atoms n#
measured as a function of the phase 'MW for selected quasimomenta. Measurement loop data are shown in blue and reference loop data are
shown in gray with corresponding sinusoidal fits.

in real space (see Fig. 1A). Any magnetic flux through the
enclosed area gives rise to a measurable phase difference be-
tween the two components. This remains true even if the mag-
netic field vanishes everywhere along the paths, and thus ex-
erts no mechanical force on the electron. For a single Bloch
band in the reciprocal space of a lattice system, an analog
of the magnetic field is the Berry curvature ⌦

n

(see Eq. 1),
which we probe by forming an interferometer on a closed
path in reciprocal space (see Fig. 1B). The geometric phase
acquired along the path can be calculated from the Berry con-
nection A

n

, the analog of the magnetic vector potential. For
a lattice system with Bloch waves  n

k(r) = eikrun

k(r) with
quasimomentum k in the nth band and the cell-periodic part
of the wave-function un

k(r), the Berry connection is given
by A

n

(k) = ihun

k|rk|un

ki. Accordingly, the phase along a

closed loop in reciprocal space is

'Berry =

I

C

A
n

(k) dk =

Z

S

⌦

n

(k) d2k (1)

where S is the area enclosed by the path C = @
S

, and
⌦

n

= rk ⇥ A
n

(k) the Berry curvature (color shading in
Fig. 1D) [4]. Although neither the magnetic vector potential
nor the Berry connection is uniquely defined, the geometric
phase acquired along a closed loop is gauge independent [1],
and is therefore a measurable observable that encodes infor-
mation on the geometrical properties of a Bloch band.

We implemented the graphene-like hexagonal optical lat-
tice for ultracold 87Rb atoms by superimposing three linearly
polarized blue-detuned running waves at 120(1)� angles, as
depicted in Fig. 2A. The resulting dispersion relation includes
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phase acquired along a closed loop is gauge independent [1],
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Topological states in a microscopic model 
of interacting one-dimensional fermions



Kitaev’s Majorana chain
Kitaev’s Majorana chain 

- fermions on a 1D lattice  
  with supefluid pairing term 

- exact solution by introducing  
  Majorana operators 

Topological state 

H = �
L�1X

i=1

h
wa†iai+1 ��aiai+1 + h.c.

i

Trivial phase:
Dominant chemical potential

Topological phase:
Dominant hopping & pairing

⇒ Zero-energy edge mode

�µ
LX

i=1

a†iai

ai =
c2i�1 + ic2i

2

ai =
c2i�1 + ic2i

2

- robust ground state  
  degeneracy 

- non-local order  
  parameter 

- localized edge states



Beyond mean-field

H = �
L�1X

i=1

h
wa†iai+1 ��aiai+1 + h.c.

i

- mean-field coupling 
- violates particle conservation

exist a particle conserving theory  
with Majorana modes in one-dimension?



Beyond mean-field
Previous work in this context:

Bosonization

→ M. Cheng and H.-H. Tu (2011). Physical Review B, 84(9), 094503.
    Majorana edge states in interacting two-chain ladders of fermions. 

→ J. D. Sau et al. (2011). Physical Review B, 84(14), 144509. 
   Number conserving theory for topologically protected degeneracy 
   in one-dimensional fermions.  
→ L. Fidkowski et al. (2011). Physical Review B, 84(19), 195436. 
    Majorana zero modes in one-dimensional quantum wires 
    without long-ranged superconducting order.  

→ J. Ruhman et al. (2014). arXiv:1412.3444  
   Topological States in a One-Dimensional Fermi Gas 
   with Attractive Interactions.

Numerical (DMRG)→ C. V. Kraus et al. (2013). Physical Review Letters, 111(17), 173004.
   Majorana Edge States in Atomic Wires Coupled by Pair Hopping.

Long-Range→ G. Ortiz et al. (2014). arXiv:1407.3793 
   Many-body characterization of topological superconductivity: 
   The Richardson-Gaudin-Kitaev chain. 

Short-range interacting Theory
Exact ground state
Majorana Modes on edges 

⇒ Here: 

Bosonization

Numerical

Long-range

- Sort-range interactions 
- exact ground state 
- “Majorana” like edge modes

Here:

N. Lang and H. P. Büchler, Phys. Rev. B 92, 041118 (2015). 
F.Iemini,et al., Phys. Rev. Lett. 115, 156402 (2015).



Microscopic Hamiltonian
Hamiltonian 

- double wire system 

- intra-chain contribution 

- inter-chain contribution

H = Ha +Hb +Hab

Ha =
X

i

Aa
i (1 +Aa

i )

Hab =
X

i

Bi (1 +Bi)

Symmetries 

- total number of particles  

- time reversal symmetry 

- sub-chain parity

N

T

P



Inter-chain Hamiltonian 

Intrachain Interactions:
Single-particle hopping & NN density-density interactions

Expanded form:

Aa
i = a†iai+1 + a†i+1ai

Ha =
X

i

Aa
i (1 +Aa

i )

Ha
i = aia
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i+1 + ai+1a

†
i + na

i

�
1� na
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�
+ na

i+1 (1� na
i )

- positive Hamiltonian 
- zero-energy state  
   is ground state 

|ni =
X

{ni}

| . . . , ni, ni+1, . . .i

equal weight superposition of all  
possible distribution of n fermions

Inter-chain Hamiltonian (expanded) 

Microscopic Hamiltonian



Interchain Interaction:
Pair-hopping & Pair-density-density interactions

Expanded form:

Intra-chain Hamiltonian 

Hab =
X

i

Bi (1 +Bi)

Bi = a†ia
†
i+1bibi+1 + b†i b

†
i+1aiai+1

pair-hopping between chains

Intra-chain Hamiltonian (expanded) 
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- positive Hamiltonian 
- zero-energy state  
   is ground state  
- fixed total number  
  of particles equal weight superposition of all possible  

distribution of N fermions between the two wires

| i =
X

n

|ni|N � ni

Microscopic Hamiltonian



Ground state degeneracy

Two-open chains 

- two-fold ground state  
  degeneracy 

| eveni =
X
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|ni|N � ni

| 
odd

i =
X

n2odd

|ni|N � ni

Two- closed chains 

- only one zero energy state for 
  total even number of particles 

Do the math ...
GS = Equal-weight superposition with fixed
         total particle number & subchain parity

Note:
Does not work for periodic boundary conditions in all sectors!
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Wire networks

Networks of wires 

- exact ground states for arbitrary 
  networks 

- degeneracy consistent with 
  majorana modes at edges
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Green’s function 

- exponential decay 

- revival at the edge

Superfluid correlations 

- long-range superfluid p-wave pairing 
- exponential decay

Ground state properties
Density-density correlations 

- independent on ground state 

i

j

i

j

i+ l

j + l

hn�
i n

�0

j i = ⇢2 i 6= j

ha†iaji

We conclude:
Edge modes in the ground states!

Greens Function:
Vanishes exponentially in the bulk & revival at the edges ...

existence of  
edge modes

ha†ia
†
i+1ajaj+1i = ⇢(1� ⇢)



Ground state properties

Stability of ground state degeneracy 
of edge states  

- stable under all local perturbations 
- splitting decays exponentially 

Stability of ground state degeneracy 
for open wires 

- Protected by either time-reversal  
  symmetry or subchain parity 

a†i bi + b†iai
: stable under time  
  reversal hopping 

ia†i bi � ib†iai : finite overlap between  
  two ground states



Entanglement spectrum

Entanglement spectrum 

- two fold degenerate entanglement 
  spectrum 

3

Figure 3. Ground state properties. (a) Intra-chain single
particle correlation ha†

i

a
j

i (Green’s function) as a function of
the distance |i� j| for various fillings ⇢ and a chain of length
L = 30. The revival for |i � j| ⇠ L indicates exponentially
localized edge states (grey region). (b) Overlap of the ground
states for time-reversal invariant (TRI) and breaking (TRB)
perturbations of H in dependence of the position i, j of the
subchain parity violating single-particle hopping (blue: ⇢ =
0.5 TRI, red: ⇢ = 0.5 TRB, grey: ⇢ = 0.25 TRB).

The intra-chain Green’s function (indicating single
particle o↵-diagonal long-range order [29]) can be ex-
pressed in terms of PsBCs (j > i+ 1)

ha†
i

a
j

i = N�1
L,N,↵

[⇤+1,�↵

� ⇤�1,↵] (7)

where ⇤
↵1,↵2 ⌘ �

j�i�1,L�j+i�1,L
↵1,↵2

�
N�1

. See the supple-

ment for a detailed derivation. In the thermodynamic
limit one finds exponentially decaying correlations in the
bulk, see Fig. 3 (a),

hx†
i

x
j

i = e��(⇢)|i�j| for 1 ⌧ i, j ⌧ L; x 2 {a, b} (8)

where � is some function of the filling with 0 < �(⇢)  1
and �(1/2) = 1. The boundary terms read |ha†1aLi| !
⇢(1 � ⇢) in the thermodynamic limit, indicating the ex-
istence of exponentially localized edge states, Fig. 3 (a).

The topological protection of the ground state degener-
acy is most conveniently characterized in terms of their
indistinguishability by any local perturbation [14, 30].
Let O be an arbitrary local (hermitian) operator. Then
the expectation values h↵| O |↵i and h�↵| O |�↵i are
identical up to an exponentially small correction — as fol-
lows from the above analysis of the correlation functions.
However, for operators violating the subchain-parity P

x

,
also the overlap h�↵| O |↵i must be taken into account.
Then the situation is more subtle. We illustrate this for
the simplest case of a single-particle inter-chain hopping
(the statements can be generalized to more complex P

x

-
violating terms, though). Let O

j

= ei�a†
j

b
j

+ e�i�b†
j

a
j

with complex hopping phase � 2 [0, 2⇡). Splitting
this perturbation into time-reversal invariant (TRI) and
breaking (TRB) contributions, one finds by evaluating
the corresponding PsBCs

TRI : h�↵| a†
�

b
�

+ b†
�

a
�

|↵i ! 0 (9a)

TRB : h�↵| ia†
�

b
�
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a
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|↵i ! e�µ(⇢)� (9b)

for the distance � from the edges of the ladder, � ⌧ L
when L ! 1 and ⇢ is fixed. These site-dependent over-
laps are illustrated in Fig. 3 (b). Thus the topological

ground state degeneracy for the double wire setup can
either be protected by time-reversal symmetry T or sub-
chain parity P

x

, and is only spoiled if both symmetries
are broken at the same time. The latter, however, is not
surprising as the two edge states on the upper and lower
wire are not spatially separated. We will show below that
our model can be generalized to wire networks, where the
di↵erent edge states become spatially separated. Then it
follows immediately that the topological properties are
protected against any local operator O conserving the
total number of particles.
Ground state entanglement —Another well-known sig-

nature of topological states is a stable degeneracy of the
entanglement spectrum (ES) [31–33]. In our case, the ES
of the ground states |N,↵i with respect to a bipartition
(S|L \ S) of the ladder [see inset of Fig. 4 (b)] is given by
the Schmidt decomposition

|N,↵i =
X

n

X

�=±1

e�⇠n,�/2 |n,�iS |N � n,↵�iL\S (10)

and can be written in terms of PsBCs
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where max{0, N � 2L + 2S}  n  min{N, 2S} and
� = ±1. The � = ±1-branches of the spectra for a half-
split system of length L = 20 are shown in Fig. 4 (a) for
di↵erent fillings N and reveal the two-fold degeneracy of
the ES due to the subsystem subchain parity �.

In addition, the scaling of the entanglement of a sub-
system S with the environmental system as a func-
tion of the subsystem size S in terms of the entangle-
ment entropy Sent[S] ⌘ �Tr [⇢S ln ⇢S], with reduced den-
sity matrix ⇢S = TrL\S [⇢], yields insight into the low-
energy physics of the theory. Sent can easily be com-
puted from the entanglement spectrum via Sent[S] =P

n,�

e�⇠n,�⇠
n,�

. Fig. 4 (b) shows the (filling dependent)
variation of entanglement between a growing subsystem

Figure 4. Entanglement. (a) Two branches (� = ±1:
red/blue) of the entanglement spectrum for a chain of length
L = 20 and splitting S = 10 with fillings N = 10, 20, 30 (dia-
monds, circles, squares). The half-filling branch is highlighted
grey. Physically, the index n describes the subsystem filling
while � describes the subsystem subchain parity. This illus-
trates the two-fold degeneracy of the entanglement spectrum.
(b) The entanglement entropy Sent as a function of subsys-
tem size S for various fillings ⇢. It obeys an area law with
logarithmic corrections.
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Entanglement entropy 

- area law with logarithmic correction 

indication of a  
gapless state

consistent with a 
topological state



Excitation spectrum

Low-energy excitations 

- Goldstone mode due to broken 
  U(1) symmetry 

- exact wave function for single phase  
  kink excitation 

✏k = 4 sin2 k/2 ⇠ k2

System is in a critical point 

- vanishing compressibility 

- Goldstone mode with 
   quadratic dispersion

|ki =
X

j

cos [k (j � 1/2)]
h
(�1)

na
j
+ (�1)

nb
j

i
| i
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Figure 2. DMRG Results. (a) Log-log plot of the energy
gap �E0 scaling for L ! 1 for open and closed ladders in
the even particle number sector within the odd-odd subsector
for ⇢ = 0.5. Comparison with the analytic result for single-
magnon excitations with momentum k = ⇡/L (OBC) and k =
2⇡/L (PBC) shows perfect agreement. The insets show the
same data in linear scale. Note that for OBC the results can
be transferred to the other subchain parity sectors. (b) Log-
log plot of the ground state energy E0 scaling for L ! 1 for a
closed ladder in the odd particle number sector for both fixed
filling ⇢ = 0.5, 0.25 and particle number N = 5. For fixed
filling, the ground state energy vanishes with 1/L, for fixed
particle number with 1/L2. Note that exact diagonalization
(ED) up to L = 15 suggests a finite ground state energy
(and thus a single particle gap) which is then invalidated by
DMRG up to L = 108. The simulations were performed with
the ALPS libraries [? ? ].

Note that we did not disprove the existence of potentially
lower lying bound states.
This is, in general, a highly nontrivial task. For in-

stance, it has been shown rigorously that the gap above
the zero-energy ground state for the isotropic Heisen-
berg chain is given by 1 � cos(⇡/L) = 2 sin2 ⇡/2L [? ],
which indeed agrees with the single particle excitations
for k = ⇡

L

given above (the additional factor of 2 fol-
lows from the definition of our Hamiltonian in terms of
spinless fermions). From a rigorous point of view, this
statement can only be transferred to Ha +Hb which de-
scribes two non-interacting isotropic Heisenberg chains.

However, our results suggest that the additional interac-
tion Hab cannot decrease the first excitation energy given
by the k = ⇡/L magnons (which would certainly be true
for weak perturbations "Hab, ✏ ⌧ 1). This statement
is underpinned by DMRG simulations for half filling up
to L = 108 with very high accuracy, see Fig. 2 (a). We
conclude that for OBC the energy gap closes as
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in all sectors (N,↵).
We proceed with the case of periodic boundary con-

ditions. As explained in the main text, there is a dif-
ference between the odd-odd sector ((�1)N = +1 and
↵ = �1) with an exact zero-energy state and the remain-
ing even-even and even-odd/odd-even sectors with finite
energy ground states. Consider the odd-odd sector first.
There the fermionic statistics has no e↵ect and the en-
ergy expectation value has the form of Eq. (9) for OBC.
Performing a Jordan-Wigner transformation yields the
isotropic Heisenberg chain with (untwisted) PBC. Due to
the survival of the SU(2)-symmetry, all statements about
the ground state and the single-particle excitations carry
over from the previous case of OBC; in particular the gap
closing, now with �E

0

(L) ⇠ 4⇡2/L2 since the lowest-
energy magnon has momentum k = 2⇡/L (cf. k = ⇡/L
for OBC). These statements can again be verified to high
precision with DMRG simulations, see Fig. 2 (a).
We conclude with the sectors without zero-energy

ground state, i.e., even-even and even-odd/odd-even.
Here we aim at the scaling of the ground state energy
E

0

(L) / L�1 compared to the zero-energy ground states
in the odd-odd sector. In contrast to all previous cases,
here we have neither access to exact ground nor excited
states which complicates the analysis considerably.
We start with the even-even sector. Here one can show
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rigorously. The upper bound follows with the ansatz
wave function (0  K  L)
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which imprints a single-particle phase field onto the
equal-weight superposition and thereby satisfies the
twisted boundary conditions with zero-energy in the ther-
modynamic limit. It can be shown by straightforward
calculations that

hG
0

|H |G
0

i = 2 · 4⇢(1� ⇢) · L · sin2 ⇡

2L
⇠ 2⇢(1� ⇢)⇡2 · L�1 (33)

with the filling ⇢ = N/2L = K/L. The energy is due to
intra-chain interactions alone, the inter-chain contribu-
tions due to Hab vanish.

Quadratic dispersion relation 



Excitation spectrum

Is there a single particle gap? 

-  expected from exponential decay 
   of Green’s function 
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Figure 2. DMRG Results. (a) Log-log plot of the energy
gap �E0 scaling for L ! 1 for open and closed ladders in
the even particle number sector within the odd-odd subsector
for ⇢ = 0.5. Comparison with the analytic result for single-
magnon excitations with momentum k = ⇡/L (OBC) and k =
2⇡/L (PBC) shows perfect agreement. The insets show the
same data in linear scale. Note that for OBC the results can
be transferred to the other subchain parity sectors. (b) Log-
log plot of the ground state energy E0 scaling for L ! 1 for a
closed ladder in the odd particle number sector for both fixed
filling ⇢ = 0.5, 0.25 and particle number N = 5. For fixed
filling, the ground state energy vanishes with 1/L, for fixed
particle number with 1/L2. Note that exact diagonalization
(ED) up to L = 15 suggests a finite ground state energy
(and thus a single particle gap) which is then invalidated by
DMRG up to L = 108. The simulations were performed with
the ALPS libraries [? ? ].

Note that we did not disprove the existence of potentially
lower lying bound states.

This is, in general, a highly nontrivial task. For in-
stance, it has been shown rigorously that the gap above
the zero-energy ground state for the isotropic Heisen-
berg chain is given by 1 � cos(⇡/L) = 2 sin2 ⇡/2L [? ],
which indeed agrees with the single particle excitations
for k = ⇡

L

given above (the additional factor of 2 fol-
lows from the definition of our Hamiltonian in terms of
spinless fermions). From a rigorous point of view, this
statement can only be transferred to Ha +Hb which de-
scribes two non-interacting isotropic Heisenberg chains.

However, our results suggest that the additional interac-
tion Hab cannot decrease the first excitation energy given
by the k = ⇡/L magnons (which would certainly be true
for weak perturbations "Hab, ✏ ⌧ 1). This statement
is underpinned by DMRG simulations for half filling up
to L = 108 with very high accuracy, see Fig. 2 (a). We
conclude that for OBC the energy gap closes as

�E
0

(L) ⇠ ⇡2

L2

(30)

in all sectors (N,↵).
We proceed with the case of periodic boundary con-

ditions. As explained in the main text, there is a dif-
ference between the odd-odd sector ((�1)N = +1 and
↵ = �1) with an exact zero-energy state and the remain-
ing even-even and even-odd/odd-even sectors with finite
energy ground states. Consider the odd-odd sector first.
There the fermionic statistics has no e↵ect and the en-
ergy expectation value has the form of Eq. (9) for OBC.
Performing a Jordan-Wigner transformation yields the
isotropic Heisenberg chain with (untwisted) PBC. Due to
the survival of the SU(2)-symmetry, all statements about
the ground state and the single-particle excitations carry
over from the previous case of OBC; in particular the gap
closing, now with �E

0

(L) ⇠ 4⇡2/L2 since the lowest-
energy magnon has momentum k = 2⇡/L (cf. k = ⇡/L
for OBC). These statements can again be verified to high
precision with DMRG simulations, see Fig. 2 (a).

We conclude with the sectors without zero-energy
ground state, i.e., even-even and even-odd/odd-even.
Here we aim at the scaling of the ground state energy
E

0

(L) / L�1 compared to the zero-energy ground states
in the odd-odd sector. In contrast to all previous cases,
here we have neither access to exact ground nor excited
states which complicates the analysis considerably.

We start with the even-even sector. Here one can show
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rigorously. The upper bound follows with the ansatz
wave function (0  K  L)
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which imprints a single-particle phase field onto the
equal-weight superposition and thereby satisfies the
twisted boundary conditions with zero-energy in the ther-
modynamic limit. It can be shown by straightforward
calculations that

hG
0

|H |G
0

i = 2 · 4⇢(1� ⇢) · L · sin2 ⇡

2L
⇠ 2⇢(1� ⇢)⇡2 · L�1 (33)

with the filling ⇢ = N/2L = K/L. The energy is due to
intra-chain interactions alone, the inter-chain contribu-
tions due to Hab vanish.

ha†iaji property of the wave function  
and not the Hamiltonian

Proper definition 

- ground state energy in a closed  
  system for odd number of particles 

Absence of single  
particle gap

- numerical 
- analytical



Setup for braiding of 
two edge states 

- wire network with two edges 

- restriction to the low energy  
  sector 

- very weak coupling terms: 
  adiabatic switching between them

Idea:
Braid edge-modes on subchains by adiabatic deformation of Hamiltonian

Low-energy sector:
Negative total parity 
→ 8 ground states

"Bath"

Majorana

Weak couplings

Subchain-parities: 

Non-abelian Braiding statistics

Idea:
Braid edge-modes on subchains by adiabatic deformation of Hamiltonian

Low-energy sector:
Negative total parity 
→ 8 ground states

"Bath"

Majorana

Weak couplings

Subchain-parities: 

8 relevant states 

- characterized by  
  subchain parity



Non-abelian Braiding statistics

Adiabatic switching of coupling 

- transformation of the ground state 
  according to the non-abelian statistic 
  of Majorana modes

Idea:
Braid edge-modes on subchains by adiabatic deformation of Hamiltonian

Low-energy sector:
Negative total parity 
→ 8 ground states

"Bath"

Majorana

Weak couplings

Subchain-parities: 
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Conclusion and outlook

Majorana like Edge modes 
- exact solvable system with  
  fixed particle number 

- analytical demonstration of  
  Majorana edge modes 

- toy model for understanding  
  gapless topological states 

- stable topological state expected 
  for decreasing the attractive interaction 
   

Hab =
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⇥
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phase  
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topological  
state


