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1. Motion in disordered media (crash course) 
   a) From Diffusion to Weak and Strong localization 
   b) One-parameter hypothesis and finite size scaling  

2. Localization signatures in momentum space 
   a) Numerical scenario 
   b) CBS & CFS peaks 
    
3. Critical properties of the 3D Anderson transition 
   a) Width of the CBS peak 
   b) Contrast of the CFS peak (smoking gun of AT)  
   
4. Perspectives (multi-fractality) 

5. Summary 
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  Overview
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  Waves in disordered media in a nutshell

Discard interference 
Drude/Boltzmann model 
Large-scale motion = Diffusion 
Conductance g=𝜎Ld-2   (Ohm’s law),  
L = sample size.

• Pinball Wizard Ladder
Random Walk

• There has to be a twist

Interference DO play a role 
(quasi) loops 
Coherent backscattering (CBS) 
Weak localization corrections

Maximally-Crossed

• Sure plays mean pinball

Interference breaks transport 
Strong localization 
Disorder-driven Metal-Insulator 
transition ⇠

L

 Anderson Localization (58)
Scaling Theory of Localization (79)

Milestones:

CBS
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One-parameter hypothesis (Gang of 4)

How does the dimensionless  
conductance g change when  
the system size L increases?

scaling 
function

@ ln g

@ lnL
= �(L,E, `s, ...) ⌘ �(g) =

d ln g

d lnL
• One-parameter scaling hypothesis:

• Equivalently: g(L,E, `, ...) ⌘ F
h L

⇠
cor

(E, `, ...)

i
For L large enough

All microscopic lengths subsumed into a single correlation length



� =
2mD

~ =
2

d
k`

I = jS = Ld�1 j

j = �E

E =
U

L

G =
I

U
= Ld�2 �

g = (kL)d�2� =
2

d
(kL)d�2 k`

Localized regime

g = exp(�L/2`)

�(g) = d� 2

�(g) = ln g

g ⌧ 1

Metallic regime 
(diffusion process)

g � 1

Match behaviors assuming monotony

Dimensionless conductance g and 

Ohm’s law

�(g)

Scaling function in metallic and localized regimes

U
I

L



Metal:

Metal-Insulator 
transition in 3D

L > ⇠

Metallic side: g / Ld�2

�(g) = d� 2

�(g) < 0

�(g) = ln(g/g0)Insulating side: g ⇠ g0 exp(�L/⇠)

g " as L "
�(g) > 0

�(g) < 0Insulator:
g # as L "

�(g) = 0

smooth 
monotonic 

interpolation

1D & 2D:  
Localization 
is the rule

slope = 1/𝜈

Anderson Metal-Insulator transition 



g(L,E, `, ...) ⌘ F
h L

⇠
cor

(E, `, ...)

i
For L large enough

Any critical physical observable 𝛬(E,L, …) is a function of x = L/𝜉cor alone  
around the mobility edge with same critical exponents.
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Amount of 
shift determines 

⇠
cor

Translation by ln(⇠
cor

)

ln(1/L)

ln(⇠
cor

/L) = ln(1/L) + ln(⇠
cor

)
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How to construct the scaling function?

Correlation length & Finite size scaling



Quasi-1D: all states are localized. Extrapolate to 3D.
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�(E,M)
= � lim

L!1

1

2L
lnTr[G†

L(E,M)GL(E,M)]

Lyapunov exponent via Transfer-Matrix method

Localized side:

Metallic side:

�(E,M) ! ⇠(E) 3D localization length

�(E,M) ! (# tranverse channels) ⇥ ⇠1D(E) = 2⇡~⇢(E)D(E)M2

Mobility edge: �(E,M) ⇠ M

L

M Increase transverse
      size M

scales with M

Av-DoS per unit volume

Diffusion constant

• How to compute 𝜉cor ?

1-parameter hypothesis ) ⇤ =

�(E,M)

M

is a scaling quantity ) ⇤ ⌘ ⇤(x)

x =
M

⇠

cor

(E)

Localized side

Metallic side

⇠
cor

(E) ⇠ |E � E
c

|�⌫

⇠
cor

(E) / ⇠(E) ⇠ (E
c

� E)�⌫

⇠
cor

(E) / 1

2⇡~⇢(E)D(E)
⇠ (E � E

c

)�s

By identification:

mobility edge

critical
exponent

(must DV at critical point)
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near the critical point

near the critical point

s = (d� 2)⌫ = ⌫ (3D)
Wegner’s scaling law
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-2 0 2 4 6
0

1

2

3

ln
“

ξ/t1/3

”

ln
Λ

s

lnΛs

ln
“

ξ/t1/3

”

D

Kc = 8.09 ±
0.01, ln Λc = 1.64 ± 0.03 ν = 1.59 ± 0.01

k̄ ω2 ω3 K ε

A 2.85 2π
√

5 2π
√

13 6.24 → 6.58 0.413 → 0.462
B 2.85 2π

√
7 2π

√
17 5.49 → 5.57 0.499 → 0.514

C 2.2516 1/η 1/η2 4.98 → 5.05 0.423 → 0.436
D 3.5399 k̄/η k̄/η2 7.9 → 8.3 0.425 → 0.485

k̄ ω2 ω3

ϵ

χ2 =
∑

K,t

[

ln Λ(K, t) − F(K, t)

σ(K, t)

]2

,

σ(K, t)
ln Λ(K, t).

ξ(K)/t1/3

68.2%

Kc lnΛc ν y

A 6.36 ± 0.02 1.60 ± 0.04 1.58 ± 0.01 0.71 ± 0.28
B 5.53 ± 0.03 1.08 ± 0.09 1.60 ± 0.03 0.33 ± 0.30
C 5.00 ± 0.03 1.19 ± 0.15 1.60 ± 0.02 0.23 ± 0.29
D 8.09 ± 0.01 1.64 ± 0.03 1.59 ± 0.01 0.43 ± 0.23

Kc

ln Λc ν
ν

ln Λc Kc k̄
ω2 ω3

y

k̄ ω2 ω3

ν

ν
ν = 1.57 ± 0.02

Kc ln Λc

ε k̄ ω2 ω3

ln Λ

ε

k̄ ω2 ω3

ln(Λ)

ln(⇠
cor

/M)

Mobility edge Ec

Critical exponent ⌫

Slevin’s fit method
(double Taylor expansion, 
 corrections to scaling)

Extracting the mobility edge and critical exponents



Localization in spatial disorder:
momentum space signatures
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Momentum distribution easily measurable for cold atom experiments

Cold atoms - 1D Speckle (2008) Cold atoms - 3D Speckle (2011)

Anderson localization with cold atoms so far: real-space signatures

Are there any signatures of Anderson localization in momentum space?



Random 
potential

2

potential. By scrutinizing the dynamics of its angular
width, �✓CBS, in combination with a numerical filter
that provides a high energy resolution, we demonstrate
that �✓CBS displays criticality and can thus be used to
characterize the Anderson transition. By developing an
accurate finite-time scaling analysis of the data, we find
that the CBS width permits to verify the one-parameter
scaling theory of localization [19], we locate precisely the
mobility edge and measure the critical exponent of the
transition. We determine these parameters for a speckle
potential, and find a good agreement with the predictions
of the transfer-matrix method.

As was shown in [20], CBS of cold atoms can be ob-
served by tracing the evolution a quasi-plane matter wave
in momentum space, a proposal recently realized exper-
imentally [13]. Let us thus consider a matter wave ini-
tially prepared in the plane-wave state | (t = 0)i = |k0i,
and subjected to a 3D random potential V (r). Follow-
ing experiments, we choose V (r) to have the statistical
properties of a blue-detuned speckle pattern. It is cus-
tomary to shift all energies by the average value V0 > 0
of the speckle potential, leading to the on-site distri-
bution P (V ) = exp[(V + V0)/V0]⇥(V + V0)/V0 (⇥ is
the Heaviside function), and the two-point correlation
function V (r)V (r0) = V 2

0 [sin(|r � r0|/⇣)/(|r � r0|/⇣)]2,
where ⇣ is the correlation length. We propagate the ini-
tial state |k0i in time, using the modified evolution op-
erator exp[�(Ĥ � E)2/(2�2)] exp(�iĤt/~), where Ĥ =
p̂2/(2m)+V (r). In this expression, the second exponen-
tial is the usual evolution operator, while the first expo-
nential is a Gaussian filter, which allows us to restrict
the evolution to a narrow energy range (±�) centered
at a value E that we wish to tune around the mobility
edge Ec. This filter is crucial to achieve a good energy
resolution of the transition, which otherwise would be
smoothed by the natural energy distribution of the initial
plane wave in presence of the disordered potential [9, 21].
In the simulations, � is chosen as small as possible, with
nevertheless the limitation that a su�ciently large num-
ber of eigenstates participate to the propagation. We use
V0 = 1,� = 0.02, k0 = 0.6 and discretize the Hamiltonian
Ĥ on a 3D grid of total volume (60 ⇥ ⇡⇣)3 (throughout
this Letter, lengths, momenta, energies and times are
given in units of ⇣, ⇣�1, ~2/(m⇣2) and m⇣2/~, respec-
tively). Each cell of size ⇡⇣ is divided into 2 steps in all
three directions [22], and we use periodic boundary con-
ditions. After the time evolution, the final wave function
| (t)i is Fourier transformed and squared to yield the
momentum distribution n(k, t) = |hk| (t)i|2. The pro-
cedure is repeated for 6⇥103 configurations of V (r), and
the results are averaged to yield n(k, t) = |hk | (t)i |2.
We show in Fig. 1 the numerical distribution n(k, t)
obtained at long times for an energy E = �0.4 which
lies in the metallic regime E > Ec. n(k, t) clearly dis-
plays a narrow interference peak of angular width �✓CBS

and centered at k = �k0 (in red in Fig. 1). This CBS
peak sits on the top of a time-independent isotropic back-
ground (in blue in Fig. 1), which in three dimensions has

the shape of a spherical shell as a result elastic multiple
scattering o↵ the random potential [20].
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FIG. 2. (color online) Dynamics of the CBS peak across the
Anderson transition. Left panel: angular width �✓CBS versus
time, in the metallic regime E = �0.4 > E

c

(green points),
at the mobility edge E = E

c

' �0.48 (red points), and in
the insulating regime E = �0.56 < E

c

(blue points). Right
panels: cut along k

x

of the normalized CBS profile at three
di↵erent energies. For each energy, profiles at three di↵erent
times t = 2000, 4000 and 8000 are displayed, shifted with
respect to each other for clarity. The CBS width rapidly sat-
urates in the insulating regime, while it shrinks in time in the
metallic and critical regimes. We find an excellent agreement
with the temporal dependences predicted by Eq. (1).

We now wish to study the time dependence of the CBS
angular width, �✓CBS. Qualitatively, CBS is an inter-
ference e↵ect between two waves that propagate along
an identical multiple scattering sequence r1 . . . rN but in
opposite directions [23]. The interference term between
these paths is proportional to cos[(k0 + k) · (rN � r1)].
Therefore, denoting by �✓ the angle (assumed small) be-
tween k and �k0, we infer that an interference is visible
on average provided k0�✓�r(t) ⌧ 1, where �r(t) =
(|rN (t)� r1|2)1/2. We thus estimate the angular width
of the CBS at a given time t to be �✓CBS ⇠ 1/[k0�r(t)].
The average distance between the first and last points of
the scattering sequence depends on the nature of trans-
port in the system. In the metallic regime E > Ec,
�r(t) /

p
D(E)t with D(E) the di↵usion coe�cient at

energy E, while�r(t) / t1/3 at the mobility edge E = Ec

[24] and �r(t) / ⇠(E), the localization length, in the in-
sulating regime E < Ec. We thus have:

k0�✓CBS ⇠

8
><

>:

1/
p
D(E)t E > Ec

1/t1/3 E = Ec

1/⇠(E) E < Ec.

(1)

The time dependence of �✓CBS is thus qualitatively dif-
ferent in the three regimes of transport. In particular, a

Hamiltonian

1

⇠(E)/L ⇠ |E � Ec|�⌫/L ⇠ (|E � Ec|L1/⌫)�⌫ (1)

Ĥ =
p̂2

2m
+ V (r) (2)

Here we assume an explicit form of the universal function.
The scaling parameter near the critical point: ⇠(E)/L ⇠ |E � Ec|�⌫/L

Optical laser Speckle,

(1) Start with an 
initial plane wave

(2) Propagate with 
the Hamiltonian H

(3) Filter around 
energy E

(4) Compute the 
momentum density

  Numerical road map to the momentum distribution

Uncorrelated box distribution,

“Time-of-flight” 
  measurement

Initial cloud 
with a kick

Time evolution in 
random medium

Continuous or lattice model, etc

Experimentally 
feasible

| (t)i = e�iĤt/~|k0i | E(t)i = F̂�(E)| (t)i

F̂�(E) = e�
(E�Ĥ)2

2�2

(5) Repeat over many 
disorder configurations

11

In presence of  V(r),  initial  wave spreads over  a 
broad range of energies E (cf spectral function). 
As a result, properties depending sharply on E are 
blurred  by  the  energy  spread.  Need  for  energy-
filtering.

|hk| E(t)i|2

nE(k, t) = |hk| E(t)i|2



• “Early times” (in units of the correlation time)

-k0

CBS

Time = 1 Time = 4 Time = 8 Time = 20

k0kx

k
y

12

Few scatterings CBS starts to  
appear at CBS peak on top of 

diffusive background

  2D numerical experiment: What do we see?

�k0

Isotropization and CBS

N. Cherroret et al., PRA 85, 011604(R) (2012)  
F. Jendrzejewski et al., PRL 109, 195302 (2012) 
G. Labeyrie et al., EPL 100, 66001 (2012)

Observed in cold-atomic system

 CBS is a 2-path interference effect 
 Signature of phase coherence

Courtesy S. Skipetrov
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An important object: the spectral function

= density of states per
   unit volume

⌫(E)

average momentum distribution at 
energy E

Eigenspectrum for a given disorder 
realization, system size L.

GR(E) =
1

E �H + i✏
)

Retarded Green’s function Spectral function

A(k,E)

2⇡⌫(E)
⌘

Z
dE

2⇡
A(k, E) = 1

A(k,E) = probability density to
have energy E at momentum k.

Exact result
(ergodicity)nD(k) = lim

t!1
nD(k, t) =

Z
dE

2⇡

A(k, E)

2⇡⌫(E)
A(k0, E)

No sign of
Localization
in there.

Z
dk

(2⇡)d
A(k, E) = 2⇡⌫(E)

A(k, E) = �2hk|ImGR(E)|ki = lim
L!1

(
2⇡

L
)d

X

n

|hk|'ni|2�(E � "n)

Describes the isotropic ring structure 
of the diffusive background
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• Dynamics at “Long times”

   Is that ALL? Coherent Forward Scattering peak!

CBS CBS

CFS

Time=100 Time=1000

kx

ky

k0

New peak emerges at +k0

A pleasant surprise!

T. Karpiuk et al., PRL 109, 190601 (2012) 
K. L. Lee et al., PRA 90, 043605 (2014) 
S. Ghosh et al., PRA 90, 063602 (2014) 

CFS is a genuine signature of Anderson 
localization in the bulk!

⌧H = 2⇡~ ⇢(E) ⇠3(E)

Relevant time scale is the Heisenberg time

⇢(k0, E) = 2⇡
X

n

| n(k0|2 �(E � ✏n) LDOS in momentum space (aka spectral function)

CFS related to LDOS-LDOS correlations in momentum space

nE(k0, t) =

Z
d!

2⇡
e�i!t ⇢(k0, E)⇢(k0, E � ~!)

For time-reversal invariant systems (GOE), CBS and CFS become twin peaks  
in the long-time limit (localized regime).



Relation to Form Factor

| (t)i = e�iHt/~|k0i =
X

n

�⇤
n(k0)e

�iEnt/~|�ni

✕

• Momentum distribution in the forward direction:

• Spectral decomposition:

RMT-inspired decoupling

15

Eigenenergies

n(k0, t) = |hk0| (t)i|2 =
X

n,m

|�n(k0)|2 |�m(k0)|2 e�i(En�Em)t/~

nE(k0, t) =

Z
d!

2⇡
e�i!t (2⇡)2

X

n,m

|�n(k0)|2 |�m(k0)|2 �(E � En)�(E � ~! � Em)

(…)
n(k0, t) =

Z
dE

2⇡
nE(k0, t)

Eigenfunctions
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CFS contrast:
= 1 for t/⌧H ! 1

Heisenberg time

Form factor

KE(t) =

Z
d!

2⇡
KE(!) e

�i!t

av-DOS per unit volume

KE(!) =
⇢(E)⇢(E � ~!)

⇢2(E)
� 1 DOS-DOS correlator

⇢(E) =
1

Ld

X

n

�(E � En)

⇠(E) ⌘ localization length

⇤(t) = 2⇡~Ld ⇢(E)KE(t)

⌧H(E) = 2⇡~ ⇢(E) ⇠d(E)



Critical properties of the 3D AT from CBS & CFS
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Mobility
Edge

Extended 
Metal

Localized 
Insulator

Tuning 
parameter (E,W) 
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Momentum distribution 
(3D Anderson lattice model)

CBS & CFS arise because of interference mechanisms leading ultimately to 
localization: they must be sensitive to the nature, localized or extended,  
of the eigenstates:

1) Dynamics of the CBS width

2) Dynamics of the CFS contrast

The critical properties of the  
3D Anderson transition are 
encoded in:

⇤(t)
�✓(t)

• How to prove this? 
• How to extract critical quantities?

CLAIM

Show that CBS width and CFS contrast satisfy the 1-parameter scaling 
hypothesis☞
Use finite time scaling to extract the mobility edge and critical exponent
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  3D CBS peak width reveals the Anderson transition

S. Ghosh et. al. PRL 115, 200602 (2015) 

Localized

Critical

Extended

Δ(t)

“Double slit”
Width = �✓CBS ⇠ 1

�(t)

Diffusion Subdiffusion Localization

�(t) ⇠ t1/3 �(t) ⇠ ⇠�(t) ⇠
p
Dt

�✓CBS(t) ⇠ t�1/3 �✓CBS(t) ⇠ 1/⇠

Speckle at fixed disorder strength W, tuning parameter = E

�✓CBS(t) ⇠ 1/
p
Dt
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Finite time scaling of the CBS width

1

⇠(E)/L ⇠ |E � Ec|�⌫/L ⇠ (|E � Ec|L1/⌫)�⌫ (1)

Ĥ =
p̂2

2m
+ V (r) (2)

P (V ) =
1

V0
e�

V +V0
V0 ⇥(V + V0) (3)

V (r)V (r0) = V 2
0

✓
sin(|r� r0|/⇣)

|r� r0|/⇣

◆2

(4)

e�
(E�Ĥ)2

2�2 e�iĤt/~| (t = 0)i (5)

⇤(M,E) = 2⇡⇢(E)D(E)M (6)

⇤(E, t) =
1

k0�✓CBS(t/2⇡⇢(E))1/3
(7)

⇤(E, t) =
1

k0L�✓CBS
(8)

where L = (t/2⇡⇢(E))1/3 is a length scale whose Heisenberg time is t.
Here we assume an explicit form of the universal function.
The scaling parameter near the critical point: ⇠(E)/L ⇠ |E � Ec|�⌫/L for E ⌧ Ec (Anderson localized regime).

Claim:

is a scaling observable.

Define length L through

(Heisenberg time associated to linear size L) 
t = 2⇡~⇢(E)L3

⇤(E, t) ⇠
p

2⇡~⇢(E)D(E)L ⌘
p

L/⇠
cor

(E) Diffusive side

⇤(E, t) ⇠ ⇠(E)/L ⌘ ⇠
cor

(E)/L Localized side

⇤(E, t) ⇠ Constant

Critical point
⇤(E, t) ⌘ ⇤(x)

“Finite size” 
(L) scaling

4

of this fit for curves ln⇤ versus E (solid lines). We used
nR = 2,mR = 3 (that is 7 fitting parameters) for 1141
data point. The �2 per degree of freedom is found to be
0.55. This too small value (from the statistical signifi-
cance point of view) comes from the fact that the data
got at the same energy, but di↵erent sizes (i.e. di↵erent
times), are obtained using the same realizations of the
disordered potential and thus have residual correlations.
We have also tried to include irrelevant scaling variables
to better account for deviations to scaling expected at
short times [4, 29], but we did not observe significant
improvements of the quality of the fits.

3 4 651 2

-0.5

0

0.5

7

-1

-1.5

-2
-0.46 -0.44-0.5

0.04

0.08

-0.48-0.52
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FIG. 4. (color online) Left panel: scaling function ⇤ con-
structed by fitting the data for ⇤ with model (3). Points are
the data, and the solid black curve is the fit. All data lie on
the same master curve, in agreement with the one-parameter
scaling hypothesis, Eq. (2). Right panel: 1/⇠̃(E) = |�

r

(E)|⌫
versus energy E (solid curve), together with the confidence in-
terval (shadowed region, pink online). 1/⇠̃(E) vanishes at the
mobility edge, and is proportional to |E�E

c

|⌫ in its vicinity.
The dashed curve is the prediction obtained from an indepen-
dent finite-size scaling analysis based on the transfer-matrix
approach.

We then plot the data ln⇤ as a function of ⇠̃(E)/L,
where ⇠̃(E) = |�r(E)|�⌫ (colored points), together with
the fit to model (3) (solid curve). The results are shown
in the left panel of Fig. 4. We see that all data collapse
almost perfectly on the same master curve. This result
demonstrates that the function ⇤, as computed from the
width of the CBS peak, does follow the one-parameter
scaling theory, in full agreement with Eq. (2). The
quantity ⇠̃(E) is proportional to the localization length

⇠(E) on the insulating side of the transition, and propor-
tional to the inverse of the di↵usion coe�cient, 1/D(E),
on the metallic side. In the right panel of Fig. 4 we
show 1/⇠̃(E) as a function of energy, as obtained from
the fitting procedure. As expected, 1/⇠̃(E) vanishes at
the mobility edge E = Ec, which signals the divergence
of the localization length and the vanishing of the dif-
fusion coe�cient. The fitting analysis also allows us to
provide accurate estimations of the location of the mo-
bility edge Ec and of the critical exponent ⌫. We find
Ec = �0.479 ± 5.10�4 and ⌫ = 1.61 ± 0.02, where the
uncertainties account for the errors in �✓CBS, resulting
from the fits of the CBS profiles. In the right panel of Fig.
4, we also display as a dashed curve the quantity ⇠̃(E)
computed from an independent finite-size scaling analysis
based on the transfer-matrix method [4, 29]. The latter
provides Ec = �0.478 ± 7.10�4 and ⌫ = 1.62 ± 0.03,
which is compatible with the estimations extracted from
the CBS width.

In conclusion, we have shown that the dynamics of the
CBS peak can be used to characterize the Anderson tran-
sition, enabling to (i) accurately pinpoint the location of
the mobility edge (ii) access the critical exponent and
(iii) test the validity of the single-parameter scaling hy-
pothesis. Our method has the double advantage to be
based on a physical observable –the CBS peak– which
is usually well controlled in experiments, and to demon-
strate phase coherence, which is a crucial requirement
prior any claim for Anderson localization. The approach
has straightforward applications to the field of atom op-
tics in disordered potentials, but it can also be applied
to the context of localization of classical waves [5].
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nR = 2,mR = 3 (that is 7 fitting parameters) for 1141
data point. The �2 per degree of freedom is found to be
0.55. This too small value (from the statistical signifi-
cance point of view) comes from the fact that the data
got at the same energy, but di↵erent sizes (i.e. di↵erent
times), are obtained using the same realizations of the
disordered potential and thus have residual correlations.
We have also tried to include irrelevant scaling variables
to better account for deviations to scaling expected at
short times [4, 29], but we did not observe significant
improvements of the quality of the fits.
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FIG. 4. (color online) Left panel: scaling function ⇤ con-
structed by fitting the data for ⇤ with model (3). Points are
the data, and the solid black curve is the fit. All data lie on
the same master curve, in agreement with the one-parameter
scaling hypothesis, Eq. (2). Right panel: 1/⇠̃(E) = |�

r

(E)|⌫
versus energy E (solid curve), together with the confidence in-
terval (shadowed region, pink online). 1/⇠̃(E) vanishes at the
mobility edge, and is proportional to |E�E

c

|⌫ in its vicinity.
The dashed curve is the prediction obtained from an indepen-
dent finite-size scaling analysis based on the transfer-matrix
approach.

We then plot the data ln⇤ as a function of ⇠̃(E)/L,
where ⇠̃(E) = |�r(E)|�⌫ (colored points), together with
the fit to model (3) (solid curve). The results are shown
in the left panel of Fig. 4. We see that all data collapse
almost perfectly on the same master curve. This result
demonstrates that the function ⇤, as computed from the
width of the CBS peak, does follow the one-parameter
scaling theory, in full agreement with Eq. (2). The
quantity ⇠̃(E) is proportional to the localization length

⇠(E) on the insulating side of the transition, and propor-
tional to the inverse of the di↵usion coe�cient, 1/D(E),
on the metallic side. In the right panel of Fig. 4 we
show 1/⇠̃(E) as a function of energy, as obtained from
the fitting procedure. As expected, 1/⇠̃(E) vanishes at
the mobility edge E = Ec, which signals the divergence
of the localization length and the vanishing of the dif-
fusion coe�cient. The fitting analysis also allows us to
provide accurate estimations of the location of the mo-
bility edge Ec and of the critical exponent ⌫. We find
Ec = �0.479 ± 5.10�4 and ⌫ = 1.61 ± 0.02, where the
uncertainties account for the errors in �✓CBS, resulting
from the fits of the CBS profiles. In the right panel of Fig.
4, we also display as a dashed curve the quantity ⇠̃(E)
computed from an independent finite-size scaling analysis
based on the transfer-matrix method [4, 29]. The latter
provides Ec = �0.478 ± 7.10�4 and ⌫ = 1.62 ± 0.03,
which is compatible with the estimations extracted from
the CBS width.

In conclusion, we have shown that the dynamics of the
CBS peak can be used to characterize the Anderson tran-
sition, enabling to (i) accurately pinpoint the location of
the mobility edge (ii) access the critical exponent and
(iii) test the validity of the single-parameter scaling hy-
pothesis. Our method has the double advantage to be
based on a physical observable –the CBS peak– which
is usually well controlled in experiments, and to demon-
strate phase coherence, which is a crucial requirement
prior any claim for Anderson localization. The approach
has straightforward applications to the field of atom op-
tics in disordered potentials, but it can also be applied
to the context of localization of classical waves [5].
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where ⇠̃(E) = |�r(E)|�⌫ (colored points), together with
the fit to model (3) (solid curve). The results are shown
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almost perfectly on the same master curve. This result
demonstrates that the function ⇤, as computed from the
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show 1/⇠̃(E) as a function of energy, as obtained from
the fitting procedure. As expected, 1/⇠̃(E) vanishes at
the mobility edge E = Ec, which signals the divergence
of the localization length and the vanishing of the dif-
fusion coe�cient. The fitting analysis also allows us to
provide accurate estimations of the location of the mo-
bility edge Ec and of the critical exponent ⌫. We find
Ec = �0.479 ± 5.10�4 and ⌫ = 1.61 ± 0.02, where the
uncertainties account for the errors in �✓CBS, resulting
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computed from an independent finite-size scaling analysis
based on the transfer-matrix method [4, 29]. The latter
provides Ec = �0.478 ± 7.10�4 and ⌫ = 1.62 ± 0.03,
which is compatible with the estimations extracted from
the CBS width.

In conclusion, we have shown that the dynamics of the
CBS peak can be used to characterize the Anderson tran-
sition, enabling to (i) accurately pinpoint the location of
the mobility edge (ii) access the critical exponent and
(iii) test the validity of the single-parameter scaling hy-
pothesis. Our method has the double advantage to be
based on a physical observable –the CBS peak– which
is usually well controlled in experiments, and to demon-
strate phase coherence, which is a crucial requirement
prior any claim for Anderson localization. The approach
has straightforward applications to the field of atom op-
tics in disordered potentials, but it can also be applied
to the context of localization of classical waves [5].
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CFS dynamics across the Anderson transition

Wi : onsite i.i.d. random potentials, 
uniformly distributed in [-W/2,+W/2].

3D cubic lattice Model:

1

⇠(E)/L ⇠ |E � Ec|�⌫/L ⇠ (|E � Ec|L1/⌫)�⌫ (1)
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where L = (t/2⇡⇢(E))1/3 is a length scale whose Heisenberg time is t.
Here we assume an explicit form of the universal function.
The scaling parameter near the critical point: ⇠(E)/L ⇠ |E � Ec|�⌫/L for E ⌧ Ec (Anderson localized regime).

We choose E=1. 
W is the tuning parameter.
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FIG. 1: Momentum distribution at the long time limit in the localized regime. Apart from the di↵usive background, the two
coherent peaks coexists even in the long time limit. The anisotropy in the di↵usive background arrises from the dispersion
relation of the Anderson model.
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FIG. 2: The phase diagram as found in [2] for the 3D Anderson model on the infinite cubic lattice. In our simulations we
narrowly filter energies around E = 1 and tune W along the arrow shown in the figure. We study the critical properties of the
CFS contrast for the Anderson transition when we cross the mobility edge Wc delineating extended and localized states.

One-parameter scaling

Assuming an infinite system size, we want to apply the one-parameter scaling hypothesis to the CFS peak height
dynamics. Our goal is to extract the critical parameters, namely, the critical exponent ⌫ and the mobility edge Wc.
The contrast of the CFS peak is a function of time, W and energy E. In the one-parameter scaling approach, we need
to find a suitable scaling quantity ⇤(t, E,W ) ⌘ ⇤(t/⌧H) which depends on the entries only through the combination
t/⌧H , where ⌧H depends on E and W. We here assume that the CFS contrast is itself such a scaling quantity (we
drop the energy dependence for brevity):

CCFS = F [�(W )L1/⌫
t ] ⌘ ⇤(t/⌧H), (2)

where Lt = (t/2⇡⇢)1/3 (⇢ is the density of states per unit volume) and ⌫ is the critical exponent. We thus infer:

⌧H = 2⇡ ⇢��3⌫(W ). (3)

In the following, instead of using t/⌧H , we will equivalently use the variable Lt/⇠̃(W ), where ⇠̃(W ) = ��⌫(W ) is called
the correlation length.

Very close to the critical point, one has �(W ) ⇠ W � Wc. Considering higher-order terms, we write �(W ) =

Phase diagram
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FIG. 4: (Color online) The �-function for the dimen-
sionless conductance g(L) as defined in Eq.(3) with L =
[t/2⇡~⇢(E)]1/3. The points are evaluated by calculating di-
rectly d(ln g)/d(lnL) from the data for ⇤CFS for di↵erent W
and t. Without any presumption we show that all points
collapse on to a universal curve. The asymptotes shown by
the black dotted lines are calculated using Eq.(1) and Eq.(2).
The solid green line around �(g) = 0 is calculated by using the
single parameter hypothesis. In the inset, we compare the in-
verse of the correlation lengths 1/⇠̃ extracted from ⇤CFS (solid
line) and from the transfer-matrix method (dotted line).

degree of freedom is found to be ⇡ 1.6. In the inset
of Fig. 4 we show the inverse of the correlation length
(1/⇠̃) versus W extracted from normalized CFS contrast
using the above fitting procedure (solid line) and com-
pared with the same calculated from the transfer-matrix
method (dashed line) [14]. The fitting procedure also
provide us the precise values of the critical parameters
Wc = 16.53 ± 0.03 and ⌫ = 1.51 ± 0.07 well agree with
the standard results extracted form the transfer-matrix
method. Additionally we extract ⇤C

CFS = 0.329 ± 0.011
which is predicting the information dimension to be
D1 = 2.01± 0.033.

Coming back to the issue of the normalization of ⇤CFS,
in the left panel of Fig. 5 we show CCFS does not reach
unity in the strong localized regime, which certainly far
from ME. However, this introduces an additional irrel-
evant parameter in the scaling description of CCFS. In
order to exclude this e↵ect we may normalize the CFS
contrast by it’s value at t ! 1, which in fact turned
out to be equal with CCBS, shown also in the left panel
of Fig. 5. Thus, the normalized contrast ⇤CFS = 1 for
t � ⌧H in the entire localized side. Notice that, near
ME ⌧H diverges and thus it is di�cult to reach t � ⌧H
in the numerical simulations. There the limiting CFS
contrast is directly evaluated form the eigenstates  n for
eigenenergies En ⇡ 1. For infinitely large propagation
time, an initial state |k0i can be found in the eigenstate
 n with the probability | n(k0)|2, the chance that this
state has momentum k is | n(k)|2. Thus starting from
the initial plane wave |k0i, the final average momentum
distribution is simply n(k, t ! 1) = | n(k0)|2| n(k)|2.
The CFS peak located at k = k0 then has the contrast
CCFS(t ! 1) = | n(k0)|4/[| n(k0)|2]2 � 1. The ex-
pression also relates the contrast with the distribution

of  n(k0). In real space, the eigenfunctions are local-
ized within certain length. By definition this length is
the localization length ⇠TM calculated from the transfer-
matrix method [22]. Despite having the same critical
behaviour, ⇠TM di↵ers from ⇠ in the strongly localized
regime W � Wc. This has been noticed elsewhere in
Ref.[19,21]. Nevertheless within this localization length,
the wavefunctions also oscillate rapidly with an average
wavelength `s, the scattering length. These rapid oscilla-
tions generate random phase segments in localized wave-
function [23]. In 3D, the typical number of those phase
segments is [⇠TM/`s]3. These segments are all summed
over when one performs a Fourier transformation to get
 n(k0). Here we can apply the central limit theorem
(CLT) for  n(k0) if the number of those random seg-
ments are large. CLT predicts the Gaussian statistics for
 n(k0) which indeed suggests CCFS(t ! 1) = 1. How-
ever, the result deviates for a finite number of random
segments and the deviation would scale as 1/

p
[⇠TM/`s]3

at the leading order [24]. In the right panel of Fig. 5, we
plot the loss in the contrasts 1�CCBS and 1�CCFS(t !
1) as the function of 1/⇠TM replacing `s by a as the nu-
merically calculated `s is found to be smaller than a the
spacial resolution of the lattice. We found that the loss
is proportional to ⇠�1.47

TM , confirms our argument.
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FIG. 5: (Color online) Left panel, the CBS contrast CCBS

(red dots) and CFS contrasts at long time limit CCFS(t ! 1)
(black squares) as the functions of disorder strength W . They
equally di↵er from unity only in strong localized regime.
Right panel, the loss in the contrasts 1 � CCBS (red dots)
and 1 � CCFS(t ! 1) (black square) as the function of
1/⇠. The loss in the contrast originates from the deviation
from the CLT due to the finite number of random variables
(1/⇠TM ⇠ 1) involved in the statistics of the eigenfunctions
in the momentum space. The black dotted line is the fit
/ ⇠�1.47

TM .

In conclusion, we have shown that the normalized CFS
contrast ⇤CFS explicitly discriminates between the two
phases of the Anderson transition. It is an adequate can-
didate for the order-parameter of the Anderson transi-
tions. Experimentally, CFS is an excellent tool for explo-
ration of the Anderson transition. It provides accurate
measurements for the critical exponent, the mobility edge
and yet another critical property, the critical information
dimension. Additionally, the very origin of the CFS, the
coherent multiple scattering, provides the proof of the
phase coherence, a necessary criterion for the obsevation
of Anderson localization. Finally, there is no reason for
the above conclusions to be restricted in the present or-
thogonal symmetry class, but it can be straightforwardly

Extracted mobility edge: Wc = 16.53± 0.03

“Best” TM results (Slevin & Ohtsuki, NJP, 2014): ⌫ = 1.573 Wc = 16.536

ln(⇠
cor

/L)

ln(⇤)

ln
(⇤

)

ln(1/L)

t = 2⇡~⇢L3Choose Λ(W, t) ≣ Λ(W, L) = CFS contrast as the scaling quantity
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Perspectives: CFS and multi-fractality
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Multi-fractal nature of eigenstates at the critical point

• Metal:
Extended eigenfunctions

• Insulator:
Localized eigenfunctions

Rodriguez et. al. PRB 84, 134209 (2011)
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Eigenfunction entropy and spectral compressibility for critical random matrix
ensembles

E. Bogomolny and O. Giraud
Univ. Paris-Sud, CNRS, LPTMS, UMR 8626, Orsay, F-91405, France

(Dated: November 17, 2010)

Based on numerical and perturbation series arguments we conjecture that for certain critical ran-
dom matrix models the information dimension of eigenfunctions D1 and the spectral compressibility
χ are related by the simple equation χ+D1/d = 1, where d is system dimensionality.

PACS numbers: 05.45.-a, 05.45.Df, 05.45.Mt, 71.30.+h

Introduction. – Recently, there has been considerable
interest in the investigation of critical random matrix
ensembles (CrRME) (see [1–3] and references therein).
CrRME are described by N × N matrices Mmn whose
characteristic feature is the slow decrease of off-diagonal
matrix elements [4]

Mmn ∼ |m− n|−1. (1)

Such ensembles were introduced to model the Anderson
transition of electrons in a disordered potential. The
transition occurs between localized and extended states.
Let λ(α) and Ψm(α) (labeled throughout the paper by
Greek letters) denote the eigenvalues and eigenfunctions
of Mmn. Localization properties of eigenfunctions can be
described by a set of multifractal dimensions Dq defined
by

〈

N
∑

j=1

|Ψj(α)|2q
〉

∼
N→∞

N−(q−1)Dq , (2)

where ⟨. . .⟩ is the average over some eigenvalue window
and over random realizations of the matrix. For localized
states all Dq are equal to 0, while for states delocalized
over the whole d-dimensional space Dq = d; for CrRME,
states are multifractal and Dq are non-trivial functions
of q. Statistical properties of the eigenvalues of CrRME
can be described by the level compressibility χ. It is
defined from the limiting behavior of the spectral number
variance

Σ(2)(L) =
〈

n(L)2
〉

−
〈

n(L)
〉2

∼
L→∞

χL, (3)

where n(L) is the number of eigenvalues in an interval L
(the spectrum is unfolded with mean level spacing 1, so
that ⟨n(L)⟩ = L). For the Poisson statistics of indepen-
dent random variables χ = 1, while for standard random
matrix ensembles χ = 0; typically for CrRME one has
0 < χ < 1.
Multifractal dimensions Dq are related with eigenfunc-

tions, while compressibility χ is related with eigenvalues.
Thus there is no obvious relation between them. Never-
theless in [5] it was argued that for d-dimensional systems
one should have 2χ+D2/d = 1. Later, it was understood

that this relation is valid, in general, only in a weak mul-
tifractality regime, i.e. at first order in the deviation from
the usual random matrix limit D2 = d, χ = 0 [6–8].
In this Letter we argue that, for three different one-

dimensional CrRME considered below as well as for cer-
tain two- and three-dimensional systems, the following
relation holds:

χ+D1/d = 1. (4)

Here D1 is the information dimension, corresponding to
the mean eigenfunction entropy averaged over the same
window as in (3)

〈

−
N
∑

j=1

|Ψj(α)|2 ln |Ψj(α)|2
〉

∼
N→∞

D1 lnN. (5)

We are not aware of general analytical arguments in favor
of the conjecture (4), as the fractal dimensions are not di-
rectly accessible for analytical calculations. Nevertheless,
a perturbation series approach provides an analytical way
to them. There exist two regimes of perturbation series:
strong multifractality when Dq is closed to the Poisson
value, Dq ≪ 1, and weak multifractality when Dq is near
the random matrix value, d −Dq ≪ 1 [8]. Note that in
the two extreme cases of Poisson and usual random ma-
trices, (4) is trivially verified. For all CrRME with d = 1
considered below we checked analytically that at first or-
der of the perturbation series the fractal dimensions have
the universal form

Dq =

⎧

⎨

⎩

Γ(q − 1/2)√
π Γ(q)

(1− χ) for 1− χ ≪ 1,

1− qχ for χ ≪ 1
(6)

in a certain range of values of q. Thus (4) is valid at
leading order of perturbation series. To check relation (4)
for intermediate values we performed careful numerical
computations of both D1 and χ. The main result is that
with available numerical precision no contradiction with
our conjecture has been observed.
Critical power law random banded matrices. – The

most investigated CrRME is the ensemble of critical
power-law banded random matrices (PLBRM) [1–3], [6–
8]. This is the ensemble of N×N matrices (real symmet-
ric for β = 1 and complex Hermitian for β = 2) whose

� = 2⇡~Ld ⇢(E)KE(t ! 0) Spectral Compressibility

Bogomolny-Giraud conjecture (2010):

• Mobility Edge:
Fractal eigenfunctions

Strong fluctuations:
Regions where the 
eigenfunction is 
exceptionally large, 
regions where it is 
exceptionally small
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Multi-fractal signatures in CFS

time independent
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Bogolmony-Giraud conjecture in 3D: 

D1 = 3(1� ⇤c)

⇤c ⇡ 0.329Our work: ) D1 ⇡ 2.013

To be compared to: D1 ⇡ 1.97 as found from L. J. Vasquez, PhD thesis (2010)

The CFS contrast at critical point seems to be a measure of multi-fractal
character of the eigenstates.☞

�c = 1�D1/3

NX

j=0

| j |2 ln | j |2 ⇠ D1 lnN
Information dimension

Combining with ⇤c = �c
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Summary (take-home messages)

 CBS width and CFS contrast obey the 
one-parameter hypothesis (scaling). The 
critical properties of the transition  are 
encoded in their time dynamics. 

(Already observed for CBS in acoustic experiments by John 
Page’s group and collaborators) 

 CFS is robust: it exists in other symmetry 
classes than just GOE. 

 CFS contrast jumps from zero to a finite 
value across the Anderson transition 
point: measurable critical quantity of ATs.  

 CFS contrast at critical point encodes 
valuable information on the multi-fractal 
properties of the eigenstates. 

 Pending: How to observe it for classical 
waves? 

kz

kx

ky

-k 0+

-

-

-3
-3+

-

k 0



My Precious Collaborators 

N. Cherroret

T. Karpiuk

S. Ghosh (PhD) D. Delande

29

C. Müller

K. L. LeeB. Grémaud

David Guéry-Odelin
Gabriel Lemarié



N. Cherroret, T. Karpiuk, C.A. Müller, B. Grémaud, C. Miniatura 
PRA 85, 011604 (2012)

T. Karpiuk, N. Cherroret, K. L. Lee, B. Grémaud, C.A. Müller, C. Miniatura
PRL 109, 190601 (2012)

S. Ghosh, N. Cherroret, B. Grémaud, C. Miniatura, D. Delande, PRA 90, 063602 (2014)

K. L. Lee, B. Grémaud, C. Miniatura, PRA 90, 043605 (2014)

S. Ghosh, D. Delande, C. Miniatura, and N. Cherroret, PRL 115, 200602 (2015)

S. Ghosh, C. Miniatura, N. Cherroret, and D. Delande, PRA 95, 041602(R) (2017)

G. Lemarié, C. A. Mueller, D. Guéry-Odelin, and C. Miniatura, PRA 95, 043626 (2017)

Our papers on the subject



Appendix 



In a disordered landscape, particles do not move along
straight lines, but experience a series of scatterings off 
obstacles sitting at random positions.

As a net result of this pinball game, the particle 
undergoes
a random walk and its large-scale motion is diffusive 
rather than ballistic. Very intuitive behavior.

Drude model for a Metal 
Conductance g ~ 1/L (Ohm’s law)
L = sample size

Particles’ picture: Conduction is a Pinball game
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Quantum Mechanics: Particles are Waves
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What does it change?

Interference!

A

B

Average over disorder
randomizes the phases

Classical
Diffusion

What’s new?

Nothing (!?)

Conductance G between A and B ~ probability P to propagate from A to B.

Classical physics assumes that this probability is just the sum of the probabilities
of all possible paths connecting the two points. Wave physics tells us to sum up 
amplitudes!

Ladder Diagrams
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Wait…

Pquantum(A ! A) = 2 Pclassical(A ! A)

Wave «prefers to stay at A»

Weak Localization corrections!

+

2

G decreases

1-loop effect: diffusion is maintained but 
diffusion constant D decreases

Weak localization is due primarily to (quasi) self-intersecting scattering paths (loops)
It is a precursor of strong localization.

Related phenomena: Coherent Backscattering 
(CBS)

Maximally-Crossed
Diagrams
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Negative/positive magneto-resistance experiments (Bergmann, 1984)



Coherent Backscattering Effect (CBS)

Light scatterers

The larger d, the smaller 
the interfringe.

Cf  Young slits with separation d. 

Disorder average Backscattering 
direction
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Anderson localization (AL) is the complete suppression of diffusion of 
waves in a disordered medium due to destructive interference between 
the many scattering amplitudes.

Absence of diffusion for certain random lattices, Anderson (’58)

Cumulative effect of interference within disorder can bring  
transport to a halt!

No!Is that all?

Strong Localization D=0

Self-consistent Localization Theory 
(Vollardt-Wölfle, mean-field)

Cumulative effect of nested loops
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2D photonic band gap material (2013)
mode speckle patterns. Measured intensity spectra at two points and
spectra obtained from the simultaneous modal fit of spectra at 45 points
are shown in Fig. 1b. The measured normalized total transmission sa

and the sum over the output surface of jEj(r,v)j2 obtained from this
global fit are shown in Fig. 2a. Excellent agreement between measure-
ments and the global fit is obtained for spectra of both local (Fig. 1b) and
integrated (Fig. 2a) transmission.

To explore the contribution of modes to total transmission, we
considered a narrow frequency range around the strong peak at
10.15 GHz for the same configuration for which intensity spectra are
shown in Fig. 1b. The asymmetrical shape for the line in both intensity
and total transmission indicates that more than a single mode con-
tributes to the peak. The modal analysis of the field spectra shows that
three modes contribute substantially. Total transmission spectra for
each of the three modes closest to 10.15 GHz are plotted in Fig. 2a. The
integrated transmission for two of these modes—corresponding to the
28th and 29th modes in the spectrum starting at 10 GHz—are each
greater than for the measured transmission peak, indicating that these
modes interfere destructively. The intensity and phase patterns for
each of these modes are shown in Fig. 2b–e. Aside from a difference
in average transmission, the intensity speckle patterns of the two
modes are nearly identical. At the same time, the distributions of phase
shift at 10.15 GHz for the two modes are similar up to a nearly constant
phase difference with average value of DQ 5 1.02p. The surprising
similarity between the speckle patterns for these overlapping modes
suggests that these spectrally overlapping modes are formed from
coupled resonances that overlap spatially within the sample7–9. The
similarity in the intensity speckle patterns of adjacent modes and the
uniformity of the phase shift across the patterns of these modes makes
interference possible between modes across the entire speckle pattern.

The modal decomposition of field spectra affords a full account of
dynamic and steady-state transmission. Pulsed transmission was
obtained by taking the Fourier transform of the product of transmitted
field spectra Ej(r,n) and the Fourier transform of an incident Gaussian
field pulse, Ej(r,n) exp ({(n{n0)2!2s2). From this, we computed the
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Figure 2 | Total transmission and mode speckle patterns. a, Three modes
contribute to the asymmetric peak in the total transmission spectrum (blue) for
the same configuration as in Fig. 1, mode 28 (red), mode 29 (green) and mode

30 (black). Dashed red (mode 28) and green (mode 29) lines surround their
intensity speckle patterns (b and c) and phase patterns (d and e). f, The phase in
mode 29 is shifted by nearly a constant of 1.02p rad relative to mode 28.
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Figure 1 | Measurements of transmission through random media.
a, Microwave radiation is launched from a horn placed 20 cm before the
sample. Field spectra of transmission through randomly positioned alumina
spheres at low filling fraction contained in a copper tube are measured at points
on a 2-mm grid over the output surface using a short wire antenna and a vector
network analyser. Squaring the field at each point gives the intensity speckle
pattern normalized to its peak value (inset). b, Intensity spectra at two detector
positions r1 and r2 and the fit of equation (1) to the data.
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Microwaves (2011)

Acoustics (2012, 2016) Cold atoms - 1D Speckle (2008)

Cold atoms - 3D Speckle (2011)Cold atoms - Kicked Rotor (1995, 2008, 2010)

Light??? 
The story continues 
(a real challenge!)

Cold atoms - quasi-periodic 
                       lattice (2008)
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A scaling function 𝜷(g) for CFS contrast

Define effective dimensionless conductance g(W,L) = ⇤�2/3 � 1

g(W,L) / L Diffusive side (Ohm’s law)

g(W,L) ! 0 Localized side
Compute (numerically): �(W,L) =

d ln g

d lnL

Analytic

Analytic

ln(g)

β.(g)
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FIG. 4: (Color online) The �-function for the dimen-
sionless conductance g(L) as defined in Eq.(3) with L =
[t/2⇡~⇢(E)]1/3. The points are evaluated by calculating di-
rectly d(ln g)/d(lnL) from the data for ⇤CFS for di↵erent W
and t. Without any presumption we show that all points
collapse on to a universal curve. The asymptotes shown by
the black dotted lines are calculated using Eq.(1) and Eq.(2).
The solid green line around �(g) = 0 is calculated by using the
single parameter hypothesis. In the inset, we compare the in-
verse of the correlation lengths 1/⇠̃ extracted from ⇤CFS (solid
line) and from the transfer-matrix method (dotted line).

degree of freedom is found to be ⇡ 1.6. In the inset
of Fig. 4 we show the inverse of the correlation length
(1/⇠̃) versus W extracted from normalized CFS contrast
using the above fitting procedure (solid line) and com-
pared with the same calculated from the transfer-matrix
method (dashed line) [14]. The fitting procedure also
provide us the precise values of the critical parameters
Wc = 16.53 ± 0.03 and ⌫ = 1.51 ± 0.07 well agree with
the standard results extracted form the transfer-matrix
method. Additionally we extract ⇤C

CFS = 0.329 ± 0.011
which is predicting the information dimension to be
D1 = 2.01± 0.033.

Coming back to the issue of the normalization of ⇤CFS,
in the left panel of Fig. 5 we show CCFS does not reach
unity in the strong localized regime, which certainly far
from ME. However, this introduces an additional irrel-
evant parameter in the scaling description of CCFS. In
order to exclude this e↵ect we may normalize the CFS
contrast by it’s value at t ! 1, which in fact turned
out to be equal with CCBS, shown also in the left panel
of Fig. 5. Thus, the normalized contrast ⇤CFS = 1 for
t � ⌧H in the entire localized side. Notice that, near
ME ⌧H diverges and thus it is di�cult to reach t � ⌧H
in the numerical simulations. There the limiting CFS
contrast is directly evaluated form the eigenstates  n for
eigenenergies En ⇡ 1. For infinitely large propagation
time, an initial state |k0i can be found in the eigenstate
 n with the probability | n(k0)|2, the chance that this
state has momentum k is | n(k)|2. Thus starting from
the initial plane wave |k0i, the final average momentum
distribution is simply n(k, t ! 1) = | n(k0)|2| n(k)|2.
The CFS peak located at k = k0 then has the contrast
CCFS(t ! 1) = | n(k0)|4/[| n(k0)|2]2 � 1. The ex-
pression also relates the contrast with the distribution

of  n(k0). In real space, the eigenfunctions are local-
ized within certain length. By definition this length is
the localization length ⇠TM calculated from the transfer-
matrix method [22]. Despite having the same critical
behaviour, ⇠TM di↵ers from ⇠ in the strongly localized
regime W � Wc. This has been noticed elsewhere in
Ref.[19,21]. Nevertheless within this localization length,
the wavefunctions also oscillate rapidly with an average
wavelength `s, the scattering length. These rapid oscilla-
tions generate random phase segments in localized wave-
function [23]. In 3D, the typical number of those phase
segments is [⇠TM/`s]3. These segments are all summed
over when one performs a Fourier transformation to get
 n(k0). Here we can apply the central limit theorem
(CLT) for  n(k0) if the number of those random seg-
ments are large. CLT predicts the Gaussian statistics for
 n(k0) which indeed suggests CCFS(t ! 1) = 1. How-
ever, the result deviates for a finite number of random
segments and the deviation would scale as 1/

p
[⇠TM/`s]3

at the leading order [24]. In the right panel of Fig. 5, we
plot the loss in the contrasts 1�CCBS and 1�CCFS(t !
1) as the function of 1/⇠TM replacing `s by a as the nu-
merically calculated `s is found to be smaller than a the
spacial resolution of the lattice. We found that the loss
is proportional to ⇠�1.47

TM , confirms our argument.
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FIG. 5: (Color online) Left panel, the CBS contrast CCBS

(red dots) and CFS contrasts at long time limit CCFS(t ! 1)
(black squares) as the functions of disorder strength W . They
equally di↵er from unity only in strong localized regime.
Right panel, the loss in the contrasts 1 � CCBS (red dots)
and 1 � CCFS(t ! 1) (black square) as the function of
1/⇠. The loss in the contrast originates from the deviation
from the CLT due to the finite number of random variables
(1/⇠TM ⇠ 1) involved in the statistics of the eigenfunctions
in the momentum space. The black dotted line is the fit
/ ⇠�1.47

TM .

In conclusion, we have shown that the normalized CFS
contrast ⇤CFS explicitly discriminates between the two
phases of the Anderson transition. It is an adequate can-
didate for the order-parameter of the Anderson transi-
tions. Experimentally, CFS is an excellent tool for explo-
ration of the Anderson transition. It provides accurate
measurements for the critical exponent, the mobility edge
and yet another critical property, the critical information
dimension. Additionally, the very origin of the CFS, the
coherent multiple scattering, provides the proof of the
phase coherence, a necessary criterion for the obsevation
of Anderson localization. Finally, there is no reason for
the above conclusions to be restricted in the present or-
thogonal symmetry class, but it can be straightforwardly

(with Λ(W, t) ≣ Λ(W, L) = CFS contrast)

(inverse of the slope at origin)


