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Why Is the brain in the head?

Head: Movable
part that hosts




Why Is the brain in the head?







Wiring optimization

Neuroanatomy is governed by the laws of
conservation of time, space and material

Ramon y Cajal, S. (1899) Texture of the nervous system of man and the




Caenorhabditis elegans

. It is a worm (nematode)

. ~ 300 neurons
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Prediction of neuroanatomy

Cost
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Prediction of neuroanatomy
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C= ZBi,j(Xi _Sj)2 + Z'Aﬁ,j(xi _Xj)2
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The problem

External elements
In fixed positions

Known connectivity

: Neurons in free positions
(experimental)




Assume quadratic cost for a general model
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For quadratic cost, the solution has closed form
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In the following we give for completeness a very explicit derivation of Eq. (2). Equivalent
derivations based on a heavier use of matrix properties can be found in (Hall, 1970) or (Chklovskaii,
2004). When cost mcreases quadratically with wire length, total cost 1s given by Eq. (1) with
£=2,
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This function has a minimum where partial derivatives with respect to the positions of all neurons

are zero, ai =0 for all p=1,....N, with
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and &, the Kronecker delta (5, =1 when 1= and 0 otherwise). Because of the Kronecker delta

functions, most terms vanish. However, we keep most of them for later convenience. After

regrouping terms and removing some of the vanishing terms, we get
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As the matrix 4 1s symmetric, the first and second terms are 1dentical, giving

¥
“ZAU‘S‘::J —X;)+ ZB& i ,+,BZC OpX; = ZB Ty +ﬁz o1

i,j=1 ik=1 ii=1

Regrouping terms we obtain
N N 5 M N
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where we have eliminated vanishing terms in the second term. Renaming the summation index j for

i 1 the second term, and using the definition of O 1n Eq. (2b), we can write




:'p; m:. p= 1. N

This 1s a system of N equations with the soma positions x; as the N unknowns. In matrix notation

we can write 1t as Ox = Bs + fCm , where x, s and m are column vectors that store the positions
. . . . - - —~—1
of all neurons, sensors and muscles, respectively. Multiplying from the left by O™ both members

-~ . . . . — 1 . - . . .
of the matrix equation, we obtain the solution ¥ = Q~'[B5 + #Cm]. as given in Eq. (2a).
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We must expect deviations

Evolution is optimization

. System Is not isolated

. Objective function misidentified

. Phylogenetic constraints

- No guarantee of selecting the fittest

. Insufficient time

Gould, Lewontin (1979) Proc R Soc London Ser B 205:581-598




Real System

O o
OPTIMAL RANDOM
Natural Selection Stochactic factors

Real systems have evolved under adaptative forces and random factors




P(x) = 1(£(x))

Objective
function Z(X)

Pérez-Escudero, Rivera-Alba, de Polavieja (2009) PNAS 106(48):20544-20549




Cost for each neuron

Neuron with 2 connections

C=2x72
Cost




Cost for each neuron

Neuron with 4 connections

C=4x? C=2x?2
Cost
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Significance test

99.999999999% of configurations with same deviations
(but randomly distributted among neurons) would use more wire




We can use deviations to explore the
objective function
1 2 3 4

Cost exponent (&)

X Sublinear cost!
/ Economy of scale and distance
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Is the structure of neurons at an optimum?

Minimum wiring length
(large conduction time to soma)

Minimum conduction time
(large total wiring length)

Cuntz H, Forstner F, Borst A, Hausser M (2010) PLoS Comput Biol 6(8): e1000877.




What about a balance of the two principles?

Minimum (total wiring length + . path length to soma)




The combination of these two principles corresponds well to data
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Seems to work well for many neuronal types




Are positions of cortical areas at minimum wiring?




Connectivity
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Wiring length
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What about the diameter of neuronal cylinders?

Explicitly

fotal cost

volume cost
~d?

cost function, C

delay cost
~1/d

| 1 L L L i L
0.5 1 1.5 2 25 3 3.5 4

diameter, d




C =ay(lo+1) +oy(lo+6)+ P (Vo+r Vi+Vy
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Theory vs data
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Summary

1. Optimization theory Is a fruitful method to
understand neurobiological systems (works
well with very few parameters)

2. Wiring optimization explains neuroanatomy
(position of neurons, shape of neurons,
position of cortical areas, structure of
bifurcations, etc)

3. Evolution does not imply that systems are
optimized. Test for the structure of
deviations.




