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Shannon-Rényi (Participation) entropies

Expand a given state in a computational local basis

Sq =
1

1� q
ln

�

i

pq
i S1 = �

�

i

pi ln pi

|GS〉 =
N∑

i=1

ai|i〉

Simple expectations 

pi ∝ exp(−i/ξ) ⇒ Sq ≈ ln ξ

pi ∝ 1/N ⇒ Sq ≈ lnN

Multifractality Sq = Dq lnN with Dq < 1

localized

delocalized

Define pi = |ai|2,
∑

i

pi = 1



Quantum Monte Carlo sampling

Generic multifractal behavior for 
quantum many-body systems, 
independent of the physical state

Y. Atas and E. Bogomolny, Phys. Rev. E 86, 021104 (2012)

J. Rodríguez-Laguna, P. Migdal, M. Ibáñez Berganza, 
M. Lewenstein, G. Sierra, New J. Phys. 14, 053028 (2012)

Application to d = 1 quantum systems

H
ladder

= Jk
X

i,↵=1,2

Si,↵ · Si+1,↵ + J?
X

i

Si,1 · Si,2 � h
X

i,↵=1,2

Sz
i,↵

Entropy scaling in d = 1 shown by Stéphan et. al. (2009):

Sq(N) = aqN + bq +O(

1

N
)
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Multifractality bq is directly linked to K
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mutifractal 
dimension

QMC on spin ladders

Sq = Dq lnN

Measuring Sq with Monte Carlo
• Importance sampling actually does the exact job !

• Probability of seeing configuration       in Monte Carlo

Classical MC 

pMC
i / e��Ei

|ii

• Measure Histogram             and normalize to obtain all

and therefore all 
H(|ii) pi

Sq

Quantum MC

pMC
i / hi|e��H |ii �!1

= a2i = pi

�

� = 0

|ii = |"##"#"i

pi = h|iihi|i

Further computational tricks
• Replica trick for integer             : Simulate q independent copiesq � 2

Estimator for 
X

i

pqi = h�|i1i,|i2i,··· ,|iqii

|i1i = |"##"#"i

· · ·

S1

S(x/z)
1/2 = N ln(2)� S(z/x)

1

•       is easily measured as S1 = � ln(p
max

)

|i2i = |"#"##"i |iqi = |"##"#"i



Universality encoded in subleading terms

��

Gapped statesIsing model in a transverse field II
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Ising model in a transverse field II

magnetic field h
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Sq = aqN+b + o(1)

�� Continuous symmetry 
broken phases

Continuous symmetry breaking in d = 2

In contrast to d = 1 , we find

Sq = aqN + lq lnN + bq +O
✓

1

N

◆
.

lq = 0 if the groundstate breaks a discrete symmetry (e.g. XXZ, � > 1 breaks a discrete
Ising symmetry).
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Continuous symmetry breaking in d = 2

In contrast to d = 1 , we find

Sq = aqN + lq lnN + bq +O
✓
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Continuous symmetry breaking in d = 2

In contrast to d = 1 , we find
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Sq = Dq lnN + · · ·

Ising model in a transverse field I

Quantum Ising model in transverse field h

H
Ising

= �
X

hi,ji

�x
i �

x
j � h

X

i

�z
i .

Exhibits a phase transition at hc ⇡ 3.044 on the square lattice.

ferromagnetic, if h < hc.

polarized, if h > hc.

Participation entropy scaling:

Sq = aqN + bq +O
✓

1

N

◆
.
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Critical points
Participation spectroscopy and entanglement Hamiltonian of quantum spin models 7

with the subleading constant term experiencing a phase transition as a function of q

b
q

= �1

2

✓
ln K +

ln q

q � 1

◆
for q  q

c

= KD2 (9)

b
q

=
1

1� q

⇣
q ln

p
K + lnD

⌘
for q � q

c

(10)

with K the LL parameter, and D is the multiplicity of |i
max

i, the most probable state.

For the XXZ spin chain, the LL parameter is given by K = (2� 2 arccos(�)/⇡)�1 and

D = 2. The predictions Eqs. 9 and 10 have been checked numerically in the XXZ spin

chain [1] and for free-fermions models [1] (allowing high-precision numerics and in some

cases exact results), as well as for a spin ladder in a magnetic field [6].

In the free boson field theory, the values of S
q

at q = 1/2 and q = 1 are special as

they are related in the transfer-matrix approach to partition functions of an infinite half-

cylinder with respectively free or fixed boundary conditions [1], which are conformally

invariant. This relates b
1/2

and b1 to A✏eck-Ludwig boundary entropies [31], well-

known in other contexts described by CFT. Note that closed formulas for S1 have been

recently obtained for the XXZ spin chain using Bethe ansatz [32, 33].

What is remarkable is that the SR entropies give direct access, with a good precision

and relatively modest computational e↵ort, to the LL parameter K, which is often hard

to estimate numerically (see however recent e↵orts in Ref. [34, 35]). This is particularly

interesting in the case of S1 which boils down to calculating the overlap of the ground-

state wave-function with a single state (this was already remarked in calculations of

fidelity [36]). Di↵erent lattice models with the same value of K will have di↵erent a
q

leading terms, but share the same subleading b
q

term for q  q
c

(in the regime q � q
c

,

the degeneracy D which may be di↵erent for di↵erent models also enters the formula).

For chains with open boundary conditions (OBC), the SR entropies acquire a

logarithmic subleading term:

S
q

= a
q

N + l
q

log(N) + b̃
q

+ o(1) (11)

which is also universal and takes the following values [3, 4]

l
q

= �1

4
for q < q

c

= KD2 (12)

l
q

=
q

q � 1

✓
1

4K
� 1

4

◆
for q > q

c

. (13)

The value at q = q
c

is not known in general, but was found numerically in the specific

case of the XX model (Eq. 4 at � = 0 for which K = 1) to be [4] l
q

c

=4

= �1

6

. Note that

the next sub-leading term (denoted b̃
q

to avoid confusion with b
q

in Eqs. 9 and 10) has

no reason to be universal.

The existence of a log term in Eq. 11 is understood as a corner contribution [37]

to the free energy in the CFT formulation of the problem (corners are due to the

open boundary conditions). When q > q
c

, there is also a contribution from boundary

conditions changing operators present due to the OBC (here, this is the factor 1

4K

for OBC – di↵erent l
q

would be obtained for di↵erent boundary conditions). The

Kd2

J.M Stephan, S. Furukawa, G. Misguich, 
V. Pasquier, Phys. Rev. B 80, 184421 (2009) 

Luttinger liquids



Universality in a single coefficient of the wave function

S∞ = − ln pmax

|GS〉 = amax

(
| ↑↓↑ · · · ↓〉 + eiθ| ↓↑↓ · · · ↑〉

)

+a′
max

(
| ↑ ↓↓↑↑ ↓↑ · · · ↓〉 + · · ·

)

+ · · ·

Quantum antiferromagnet

b∞ = −1
2

ln KLL

9

due to the finite length gap G(L) ' u/L such that the
asymptotic low T behavior Eq. (26) is expected to be
valid for u � T � G(L). Below this gap, Sth

q displays
an activated shape, controlled by G(L). We checked
this finite-size e↵ect using ED at the free-fermion point
(XX chain) with open boundary conditions51 where the
asymptotic linear scaling is perfectly well reproduced for
large enough sizes L, as displayed in Fig. 6 (right).

B. Heisenberg ladders

Let us now consider Heisenberg ladders consisting of
two neighboring one dimensional periodic Heisenberg
chains (the “legs”) with an additional “rung” coupling
between the chains:

H
ladder

= J
X

i,↵

~Si,↵ · ~Si+1,↵ + J?
X

i

~Si,` · ~Si,r. (27)

where ~Si,↵ is the spin operator on site i of chain ↵ = l, r,
corresponding to the left and right leg respectively (see
Fig. 7). We use periodic boundary conditions along the
legs.

` r

J?

J A

Figure 7: (Color online) Schematic picture for the spin ladder
system Eq. (27). Entanglement is studied between subsystem
A (red) and the rest.

For the calculation of entanglement properties, we con-
sider the cut where A is one leg of the ladder and perform
calculations in the strongly gapped rung-singlet regime
J? � J , where entanglement entropies are known to
be quite large from ED studies39,40. The motivation for
this regime is to test our method in a di�cult, large-
entanglement, regime. Such a cut has also been used in
several other works on ladder systems39–46.

1. Entanglement entropies

Fig. 8 displays our QMC result for various values of q,
system sizes ranging from L = 10 to L = 32 and J? = 4J .

Figure 8: (Color online) Entanglement Rényi entropies SE

q for
di↵erent Rényi indices q for the ladder with J? = 4. For the
ladder consisting of L = 10 rungs, we also add the numeri-
cally exact DMRG result for comparison. Note that for this
particularly strongly entangled system, DMRG can in fact
access systems up to L ⇡ 16 which corresponds to the limit
of ED39. Our QMC calculation can go further and begins
to show problems because of too large autocorrelation times
around L = 32 for q > 5.

For comparison, we also display the numerically exact
DMRG result for L = 10. We are still able to perform
the calculation for q up to as large as q

max

= 10 for
L = 20 and begin to see limitations at q = 7 for L = 28
as the errorbar becomes larger. Clearly, the situation
becomes worse for L = 32, while the result for smaller
values of q remains extremely good. For comparison, ED
(due to the Hilbert space size) or DMRG (due to the
large entanglement in this regime) cannot reach systems
larger than L ⇡ 16.

Interestingly, the finite size e↵ects on SE

A,q/L strongly
depend on the Rényi index q. For q = 2, no di↵erence
between the result for L = 8 and the one for L = 32
is visible, however, for q � 7, SE

A,q/L displays a sizeable
finite length L dependence. This can be easily under-
stood if one realizes that the Rényi index q plays the role
of an inverse temperature in the entanglement spectrum.
This behavior points to a stronger finite size dependence
of the lowest lying level of the entanglement spectrum
(i.e. the groundstate energy of the entanglement Hamil-
tonian — see discussion later) than for high temperature
quantities, which are averaged over the whole spectrum.

2. Comparison with the mixed ensemble method

In order to get an estimate of the e�ciency of the
method discussed in this article, we performed calcula-
tions for the L = 20, J? = 4 Heisenberg ladder, where
subsystem A corresponds to one leg of the ladder (Fig. 7),
and compare to results obtained using the method of Hu-
meniuk and Roscilde16 where for every q, we optimized
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Figure 1. a: SR entropies as a function of q and system size
N for the groundstate of the Heisenberg ladder at zero field
(gapped) and at half saturated magnetization (LL) in the Sz

basis. As limN!1 Sq/N = aq, the nontrivial behavior of
Sq/N signals multifractality. b: Probability spectrum ⇣i at
J? = 1.0 and half saturated magnetization. For larger sizes
only the most probable state was recorded. The dotted line
is a fit of S1 to a1N + b1 + c1/N . Sizes N = 12 and
N = 20 do not match the fit as the most probable state has
periodicity 4 on each leg and only clusters of size N = 8p with
integer p obey the condition. Incommensurate clusters have a
lower p

max

. Error bars are reflected by line widths. The inset
shows the J? dependence of the LL parameter K as obtained
by fitting subleading terms in S

1

and Sq. The horizontal line
displays the limit K ! 3/4 for J? � 1 [25].

suggests that we indeed need to compute all 2N coe�-
cients  i in order to obtain Sq. Fortunately, this problem
can be circumvented by QMC techniques (see e.g. [11])
that stochastically sum over configuration space using
importance sampling. We now present two di↵erent
QMC methods to compute Sq for the GS wave function
of generic many-body systems, exploiting the fact that
basis states |ii are indeed sampled with the correspond-
ing probabilities pi. This provides access to SR entropies
of large quantum many body systems (up to several hun-
dreds of spins S = 1/2, with Hilbert space dimensions
larger than 10100) in arbitrary dimension d — crucial for
the study of subleading terms fq(N).

The first method measures pi directly. Path-integral
QMC simulations or the related Stochastic Series Ex-
pansion [11] perform an importance sampling of the par-
tition function Z = Tr e��H =

P
ih i |e��H | i i at finite

temperature T = 1/� of a quantum system described
by a Hamiltonian H. Observables hOi = TrO⇢̂ (with
the density matrix ⇢̂ = e��H/Z) can be easily obtained,
in particular when diagonal in the computational basis
{|ii}. Indeed, one just needs to compute O in the con-
figurations that appear in the N

MC

states of the QMC
sampling hOi ⇡ 1

NMC

PNMC

i=1

hi|O|ii. We observe that the
projector |ji hj| on the basis state |ji is diagonal in the
computational basis, simply yielding 1 if the state |ii
found in the Markov chain of the QMC simulation is
equal to |ji and 0 if |ii 6= |ji. Since ⇢̂ converges to the
projector | 

0

ih 
0

| into the GS of H in the limit � ! 1,
the average probability to observe state |ji is given by

hp(|ji)i ⌘ h|jihj|i = ⇢̂jj
�!1
= | j |2, from which we can

compute all Sq. Many interesting features can be ob-
tained by sending q ! 1, for which we simply record
the probability p

max

of observing the – possibly degener-
ate – most probable basis state: S1 = �lnhp

max

i. The
most frequent states are often found with a symmetry
argument, or by a short QMC run.

The second method computes the Rényi entropy Sq

for integer q � 2 using a replica trick: q independent
copies of Z are simulated simultaneously at low tem-
perature to only sample the GS, thus performing the
limit � ! 1 before studying the system size depen-
dence. We perform measurements by checking whether
the QMC states |jiq encountered for the q copies are iden-
tical or not, defining P q

identical

= 1 if all |jiq states are the
same, 0 if not. As the copies are independent, we have

hP q
identical

i = h�|ji1,|ji2,...|jiq i =
P

j ⇢̂
q
jj

�!1
=

P
j | j |2q,

from which we can deduce Sq. As there is no need to
save all p(|ji), larger system sizes can be reached with
this method. This method can be seen as a direct numer-
ical implementation of the replica trick used in analytical
calculations (see e.g. the “book” picture of Ref. [1]) [27].

We provide a detailed discussion for the practical im-
plementation including the exploitation of symmetries in
[28] and consider from now on the case of N quantum
spins S = 1/2 and q � 0 only.

Let us first apply these methods to d = 1 quantum
systems. It is well established that low-energy physics
of d = 1 critical systems, such as spin chains or quan-
tum wires can be described by Luttinger Liquid (LL)
theory [29], with a key characteristic: the so-called LL
parameter K. Recently, Stéphan et al. [1, 12, 14] and Za-
letel et al. [30], have highlighted the connection between
subleading terms in the scaling of SR entropies and K for
LL systems. Using conformal field theory and numerics,
Ref. [12] has shown that SR entropies of periodic spin
chains of length N admit the scaling behavior

Sq(N) = aqN + bq + O (1/N) (2)

with aq the non-universal, model and q-dependent lead-
ing factor, whereas bq denotes the first subleading, con-
stant with system size, coe�cient in the expansion scal-
ing. bq is shown [12, 14] to be simply related to the
groundstate degeneracy for gapped systems, and for LL
to K by bq = � 1

2

(lnK + ln q
q�1

) (using the convention

of Ref. [29] for K). This formula holds below a crit-
ical value qc = KD2 for which a phase transition oc-
curs [14, 30] towards a phase where bq is dominated by
the most probable state with multiplicity D: bq>qc =
1

1�q (q ln
p
K + lnD).

Non-trivial LL physics occurs for 2-leg spin ladder ma-
terials [25, 31] in a magnetic field, as seen in recent nu-
clear magnetic resonance or inelastic neutron scattering
experiments [32, 33]. Ladder systems are governed by



A quite new field



Full Participation Spectrum

XXZ chain

�i = � ln pi|GS〉 =
N∑

i=1

ai|i〉

H =
∑L

i=1

(
Sx

i Sx
i+1 + Sy

i Sy
i+1 + ∆Sz

i Sz
i+1

)
Participation spectroscopy and entanglement Hamiltonian of quantum spin models 18

Figure 2. Quantum Monte Carlo results for the participation spectra ✏i = � ln pi

of various periodic spin- 1

2

XXZ chains of N = 16 sites for (a) � = 0, (b) � = 1, (c)
� = 2, plotted against N

dws

the number of ferromagnetic DWs. (d) E↵ective repulsion
between 2 DWs for the three di↵erent anisotropies.

Conversely, when r is small (b), one of the two Néel configurations prevails, which

favour antiferromagnetic correlations. This phenomenology is expected to qualitatively

discriminate GS having short-range against long-range Néel order, as already discussed

for line shaped subsystems in 2d antiferromagnets in Ref. [7]. We also note that the

charged particles Dyson-Gaudin gas representation developed in Ref. [1] for the PS of

XXZ chains also agrees with this phenomenology. In order to get more quantitative

insights on the pairwise interaction between DWs we focus on N
dws

= 2 and study the

behavior of ✏(r) � ✏(2), r = 2 being the closest possible distance between 2 DWs, as

a function of the Ising anisotropy for XXZ chains. QMC results for periodic chains

of L = 32 sites are shown in Fig. 4 for both critical quasi-long-range-ordered (QLRO)

and gapped Néel ordered cases. In both regimes, the e↵ective interaction is repulsive,

as already understood from the simple above argument, but displays clearly distinct

scalings as a function of the chord distance r̃ = L/⇡ sin(⇡r/L). Indeed, from our

simulation we get the following scaling forms:

✏(r)� ✏(2) ⇠ `
2

ln r̃ (QLRO) (24)

⇠ V
2

r̃ (NEEL) (25)

The linear confinement ⇠ V
2

r̃ in the gapped regime can be understood using

perturbative arguments in the limit 1/� ⌧ 1, as we discuss below in Sec. 3.4. Indeed,

QMC N=16 spins
      

Spectrum is resolved in 
term of domain walls

Spectral gap finite

G = − ln
([

2Egs
Nbonds

+ ∆
2

]2)

= − ln
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2(Egs−Eclassical)
Nbonds

]2)
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Figure 2. Quantum Monte Carlo results for the participation spectra ✏i = � ln pi

of various periodic spin- 1

2

XXZ chains of N = 16 sites for (a) � = 0, (b) � = 1, (c)
� = 2, plotted against N

dws

the number of ferromagnetic DWs. (d) E↵ective repulsion
between 2 DWs for the three di↵erent anisotropies.

for line shaped subsystems in 2d antiferromagnets in Ref. [7]. We also note that the

charged particles Dyson-Gaudin gas representation developed in Ref. [1] for the PS of

XXZ chains also agrees with this phenomenology. In order to get more quantitative
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Figure 3. Schematic picture for a period spin chain in a {Sz} basis state having
N

dws

= 2. The two DWs (red) separate the two Néel patterns NA and NB (blue and
green lines). If the separation r is maximal (a) the staggered magnetization is zero
whereas for smaller r (b) the basis state yields a finite staggered magnetization.
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Figure 4. Quantum Monte Carlo results for the e↵ective pairwise repulsion ✏(r)�✏(2)
between DWs obtained in the N

dws

= 2 sector of the participation spectra for L = 32
and L = 16 (circles in panel (b)) XXZ chains for various anisotropies � as indicated
on the plots. (a) Logarithmic growth obtained over the full critical regime � 2 [0, 1],
with a prefactor `

2

(�) in Eq. 24 displayed in the inset vs. �. The blue line is the
prediction [68] `

2

= 1/(2K). (b) Linear confinement in the Néel ordered regime � > 1.
Inset: prefactor V

2

(�) in Eq. 25 plotted vs. �, the symbols are numerical estimates
from linear fits in the main panel and the red line is the analytical perturbative estimate
V

2

= ln �.

A straightforward calculation of the ground-state wave-function using second order

perturbation theory provides the probability of the most probable states (the two

classical Néel states) for a chain of L spins:

p1d

max

=
1/2

1 + L

4�

2 + L

2

32�

4 +O( L

3

�

6 )
. (27)

From such expansion one can conjecture the following exponential form:

p1d

max

=
1

2
exp(� L

4�2

), (28)

which implies for the q =1 Rényi entropy S1 = L

4�

2 + ln 2.

Already for � � 1.5, this expression is in very good agreement with QMC results

as shown in Fig. 5 where (S1� b1)/L is plotted against � for L = 32 XXZ chains with

b1 = ln 2. This result can be also extended to higher dimension, for instance for the 2d

square lattice of L sites we obtain

p2d

max

=
1

2
exp(� L

18�2

), (29)

which also agrees with QMC data obtained for a 20 ⇥ 20 square lattice (blue symbols

in Fig. 5).

Finally, from such a perturbative expansion, one can discuss the participation gap

G studied above in Sec. 3. From Eq. 27, it is straightforward to see that G ' 2 ln(2�),

as shown by the green line in Fig. 3.1.

Confining potential for the domain walls
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insights on the pairwise interaction between DWs we focus on N
dws

= 2 and study the

behavior of ✏(r) � ✏(2), r = 2 being the closest possible distance between 2 DWs, as

a function of the Ising anisotropy for XXZ chains. QMC results for periodic chains

of L = 32 sites are shown in Fig. 4 for both critical quasi-long-range-ordered (QLRO)

and gapped Néel ordered cases. In both regimes, the e↵ective interaction is repulsive,

as already understood from the simple above argument, but displays clearly distinct

scalings as a function of the chord distance r̃ = L/⇡ sin(⇡r/L). Indeed, from our

simulation we get the following scaling forms:

✏(r) � ✏(2) ⇠ `
2

ln r̃ (QLRO) (24)

⇠ V
2

r̃ (NEEL) (25)

The linear confinement ⇠ V
2

r̃ in the gapped regime can be understood using

perturbative arguments in the limit 1/� ⌧ 1, as we discuss below in Sec. 3.4. Indeed,

when computing the corrections to the classical GS |N
A/B

i, the separation of two DWs

at a distance r is found to be controlled by (r/2)-th order processes ⇠ 1/�r. As a result,

p
2dws

(r)/p
max

⇠ ��r, yielding ✏(r) ⇠ r ln �. This linear confinement is nicely checked

in Fig. 4 (b) where ✏(r) � ✏(2) displays the form Eq. 25 with V
2

(�) remarkably well

described by V
2

= ln � (red line in the inset of Fig. 4(b)).

In the antiferromagnetic critical regime � 2 [0, 1], the absence of true long-range

Néel order does not produce such a strong linear confinement for the DWs but a

logarithmic confinement is rather observed in Fig. 4 (a) with a prefactor `
2

(�) in

Eq. 24 which is shown in the inset of Fig. 4 (a). Using a scaling argument based

on magnetic vertex operators in the free-field representation [66], `
2

is expected to be

directly related to the LL parameter by `
2

= 1/(2K). In the inset of Fig. 4 (a) we verify

this prediction already with relatively small system lengths (L = 32). We have checked

for representative values of � that deviations observed for � > 0.5 are due to finite-size

e↵ects [39].

3.4. Perturbative results for the easy axis limit of the XXZ model

Several interesting features of the PS can be obtained perturbatively in the easy axis

limit � � 1 of the XXZ model Eq. 4, where the ground-state can be expanded as:

|�
0

i / |N
A

i + |N
B

i +
1

�

X

n

↵
n

|ni +
1

�2

X

n

0

↵
n

0 |n0i + · · · , (26)

where |N
A/B

i the two Néel states and |ni, |n0i are domain wall excitations above |N
A/B

i
(|ni was previously denoted |'

A/B,k

i in Sec. 3.1). As mentioned above, the perturbative

processes which separate two DWs far apart, at a distance r, appear at order r/2, with

a coe�cient in the GS wave function ⇠ ��r.

A straightforward calculation of the ground-state wave-function using second order

perturbation theory provides the probability of the most probable states (the two

classical Néel states) for a chain of L spins:

p1d

max

=
1/2

1 + L

4�

2 + L

2

32�

4 + O( L

3

�

6 )
. (27)

Participation spectroscopy and entanglement Hamiltonian of quantum spin models 19

insights on the pairwise interaction between DWs we focus on N
dws

= 2 and study the

behavior of ✏(r) � ✏(2), r = 2 being the closest possible distance between 2 DWs, as

a function of the Ising anisotropy for XXZ chains. QMC results for periodic chains

of L = 32 sites are shown in Fig. 4 for both critical quasi-long-range-ordered (QLRO)
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but by focusing on the PS of ⇢̂
B

in the {|i i} = {Sz} basis. The PS of B is defined using

the diagonal elements of the reduced density matrix

✏B

i

= � ln (hi|⇢̂
B

|ii) . (31)

Therefore, using the entanglement Hamiltonian definition of Eq. 30, one can define an

e↵ective PS

✏E

i

= ln Z � ln
⇣
hi| exp(��

e↵

Ĥ
E

)|ii
⌘

, (32)

which has to fulfil for all levels i

✏E

i

= ✏B

i

, (33)

if H
E

is indeed the correct entanglement Hamiltonian and T
e↵

= ��1

e↵

the e↵ective

temperature.

4.1.2. 2d dimerized model In practice we focus on a 2d quantum spin-1

2

dimerized

Heisenberg model defined on a L⇥ L square lattice (see Fig. 6(b)) by the Hamiltonian

H
dimer

= J
1

X

dimers

~S
i

· ~S
j

+ J
2

X

links

~S
i

· ~S
j

, (34)

with J
1

, J
2

� 0 and where the two terms correspond to the summation over stronger

bonds for columnar dimers and to the summation over the weaker links between these

entities. We will only consider g = J
2

/J
1

 1 here, with g = 1 yielding the isotropic

Heisenberg antiferromagnet on the square lattice. This model has been intensively

studied at zero temperature [70, 71, 72, 73, 74, 75] and exhibits a 2d + 1 O(3) quantum

critical point at g
c

= 0.52370(1)[75] separating a disordered gapped phase for g < g
c

from an antiferromagnetic Néel long-range ordered phase which occurs at g > g
c

, with

a spontaneous breaking of SU(2) symmetry.

We have already discussed SR entropies and PS for such a line shaped subsystem in

Ref. [7] where several results have been obtained for the universal scaling properties of

A

B
a) subsystem Bsubsystem B
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J
2

b)

J
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J
2

subsystem Bsubsystem B

(a) (b)

L

L

Figure 6. Schematic picture for the chosen line-shaped bipartition. (a) Subsystem B
is a single line of length L embedded in a L⇥ L torus. (b) The dimerized Heisenberg
lattice model Eq. 34 has thick (red) lines for strong bonds with coupling J

1

and weak
interdimer couplings J

2

 J
1

represented by dotted (black) lines.
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Figure 6. Schematic picture for the chosen line-shaped bipartition. (a) Subsystem B
is a single line of length L embedded in a L⇥ L torus. (b) The dimerized Heisenberg
lattice model Eq. 34 has thick (red) lines for strong bonds with coupling J

1

and weak
interdimer couplings J

2

 J
1

represented by dotted (black) lines.
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J
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Figure 1. (Color online) Plaquettized (left) and dimerized
(right) lattices. The thick (red) lines correspond to strong
bonds with coupling J

1

and we refer to them as plaque-
ttes/dimers. The dotted bonds are the weak interplaque-
tte/interdimer couplings J

2

 J
1

. Periodic boundary con-
ditions are implicit.

II. MODELS AND METHODS OF ANALYSIS

The two models (dimerized and plaquettized Heisen-
berg models) that we study are defined with the same
Hamiltonian form:

H = J
1

X
plaquettes/

dimers

~S
i

· ~S
j

+ J
2

X
links

~S
i

· ~S
j

, (3)

with J
1

, J
2

� 0 and where the two terms correspond to
the summation over stronger bonds for columnar dimers
(plaquettes) and to the summation over the weaker links
between these entities (see Fig. 1). We only consider
g = J

2

/J
1

 1 here, with g = 1 yielding the homogeneous
Heisenberg antiferromagnet on the square lattice. The
two models have slightly di↵erent critical points at g

c

=
0.52370(1)18 for the columnar dimerized system and g

c

=
0.54854(6)17 for the plaquettized system. For g < g

c

both models display a disordered ground state separated
from excited states by a finite energy gap, whereas for
g > g

c

antiferromagnetic Néel long-range order occurs,
with a spontaneous breaking of the SU(2) symmetry. We
considered these two models as they are well-established
to harbor the same physical content (in particular the
quantum phase transitions at g

c

belong to the same 3d
O(3) universality class), yet with di↵erent microscopics:
this will allow us to discuss universality of the scaling of
SR entropies.

We study properties of the groundstates expanded in
the {Sz} basis and note that all results will be identi-
cal in any basis obtained by a global SU(2) transforma-
tion, by symmetry of the Hamiltonian. We use the index
⇤ (respectively |) to denote quantities for the plaquet-
tized (resp. dimerized) model. Considering the results of
Ref. 9, we will perform fits of the SR entropy S1 of the
full system to the following forms:

S1(N) = a1N + l1 ln N + b1 (4)

and

S1(N) = ã1N + b̃1. (5)

Equivalent forms for the line SR entropy Sline

1 (L) are:

Sline

1 (L) = aline

1 L + lline

1 ln L + bline

1 (6)

and

Sline

1 (L) = ãline

1 L + b̃line

1 . (7)

Note that in general, one also expects9 further size cor-
rections O

�
1

N

�
and O

�
1

L

�
.

The second functional forms Eqs. (5) and (7) are of
course included into the first forms Eqs. (4) and (6),
when the fitting parameters l1 or lline

1 are found to be
zero. However, given the finite values of N and L that we
can reach and the error bars inherent to QMC, the fits
to Eqs. (5) and (7) are better controlled (and errors on
estimated parameters smaller) by forcing l1 to be zero
for systems where no log term is present. Indeed, putting
a log term when not needed can result in an acceptable
fit where an artificial l1 > 0 compensates wrongly un-
derestimated a1 or b1. For systems where no log term
is present, we must have b̃1 ! b1 and ã1 ! a1 (re-
spectively bline ! bline

1 and ãline

1 ! aline

1 ) for large enough
sizes, but this scaling regime might be reached earlier
by using the second forms Eqs. (5), (7). Let us finally
mention the simple argument that if one is looking for
universal constants, then only l1 and lline

1 can be univer-
sal (but not b1, bline

1 ) in the first forms Eqs. (4) and(6):
this is seen by a redefinition of sample size N or L. With
the same reasoning, only b̃1, b̃line

1 can be universal for the
second forms Eqs. (5) and (7).

For all fits, we used a rigorous bootstrap analysis in
order to provide reliable error bars for fit parameters.
Note, however, that these error bars do not contain sys-
tematic e↵ects due to finite system sizes. These e↵ects
can nevertheless be estimated by comparison of fits over
di↵erent system size N or L ranges (“fit windows”, see
Ref. 9 for details). We also monitored the fit quality Q
(see Ref. 22) to ascertain the precision of our fits.

III. SHANNON-RÉNYI ENTROPIES

Throughout this section, we restrict our discussion and
analysis to the computationally most accessible SR en-
tropy, when q ! 1 for both the full system (S1) in
Sec. III A and the line subsystem (Sline

1 ) in Sec. III B.

A. SR entropy S1 of the full system

Figure 2 shows our QMC result for S⇤
1 of the pla-

quettized model in the range of accessible entropies (our
simulations are limited roughly to S1 . 20 as discussed
in appendix A), for di↵erent values of the parameter J

2

in the range [0, 1].
In the limit J

2

= 0 of isolated plaquettes, S⇤
1(N) can

be exactly (cf. appendix B) shown to be S⇤
1(N) = ln 3

4

N ,
i.e. a pure linear scaling with no logarithmic or constant

A.W. Sandvik (2010)

↓
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Line shaped subsystem



Participation entropy of a line subsystem across O(3)
Néel J2/J1

Gapped

3

a) subsystem Bsubsystem B

J
1

J
2

b)

J
1

J
2

subsystem Bsubsystem B

Figure 1. (Color online) Plaquettized (left) and dimerized
(right) lattices. The thick (red) lines correspond to strong
bonds with coupling J

1
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to Eqs. (5) and (7) are better controlled (and errors on
estimated parameters smaller) by forcing l1 to be zero
for systems where no log term is present. Indeed, putting
a log term when not needed can result in an acceptable
fit where an artificial l1 > 0 compensates wrongly un-
derestimated a1 or b1. For systems where no log term
is present, we must have b̃1 ! b1 and ã1 ! a1 (re-
spectively bline ! bline

1 and ãline

1 ! aline

1 ) for large enough
sizes, but this scaling regime might be reached earlier
by using the second forms Eqs. (5), (7). Let us finally
mention the simple argument that if one is looking for
universal constants, then only l1 and lline

1 can be univer-
sal (but not b1, bline

1 ) in the first forms Eqs. (4) and(6):
this is seen by a redefinition of sample size N or L. With
the same reasoning, only b̃1, b̃line

1 can be universal for the
second forms Eqs. (5) and (7).

For all fits, we used a rigorous bootstrap analysis in
order to provide reliable error bars for fit parameters.
Note, however, that these error bars do not contain sys-
tematic e↵ects due to finite system sizes. These e↵ects
can nevertheless be estimated by comparison of fits over
di↵erent system size N or L ranges (“fit windows”, see
Ref. 9 for details). We also monitored the fit quality Q
(see Ref. 22) to ascertain the precision of our fits.

III. SHANNON-RÉNYI ENTROPIES

Throughout this section, we restrict our discussion and
analysis to the computationally most accessible SR en-
tropy, when q ! 1 for both the full system (S1) in
Sec. III A and the line subsystem (Sline

1 ) in Sec. III B.

A. SR entropy S1 of the full system

Figure 2 shows our QMC result for S⇤
1 of the pla-

quettized model in the range of accessible entropies (our
simulations are limited roughly to S1 . 20 as discussed
in appendix A), for di↵erent values of the parameter J

2

in the range [0, 1].
In the limit J

2

= 0 of isolated plaquettes, S⇤
1(N) can

be exactly (cf. appendix B) shown to be S⇤
1(N) = ln 3

4

N ,
i.e. a pure linear scaling with no logarithmic or constant
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Figure 4. (Color online) SR entropies for the line-shaped
subsystem across the plaquettization (Sline,⇤

1 , top panel) and

dimerization (Sline,|
1 , bottom panel) transitions.

(minus) the natural logarithm of the maximum diagonal
entry of the line reduced density matrix, which turns out
to correspond to the two local Néel states |"#"# · · · i and
|#"#" · · · i on the line. This is slightly less obvious than
the fact that the full Néel states are the most probable
states on the full lattice, but we checked explicitly that
this is the case in all our simulations. By definition of the
reduced density matrix, Sline

1 = � ln(max
i

⇢
ii,B

) contains
now information about all basis states of the full system
which fulfill the geometrical condition of forming one of
the two Néel states on the subsystem.

We display our results for the line subsystem SR en-
tropies as a function of the length L of the subsystem for
both dimerized and plaquettized models in Fig. 4. Much
larger system sizes N = L2 are accessible now (when
compared to Fig. 2 for the full system): this greatly re-
duces the e↵ect of further finite size corrections beyond
Eqs. (6) and (7) and makes a reasonable analysis of the
scaling of subsystem entropies viable. We now discuss
systematically the scaling behavior of the SR entropy
Sline

1 across the plaquettization-dimerization transitions,
by fitting to the functional forms Eq. (6) and (7), and
displaying the estimates of fits parameters.
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Figure 5. (Color online) Linear scaling prefactors aline

1 of the
subsystem entropy Sline

1 across the plaquettization (top) and
dimerization (bottom) transitions. We show both fits to the
forms ãline

1 L + b̃line

1 (Eq. (7), valid for J
2

< Jc, bold in valid
regime, pale for J

2

> Jc) and aline

1 L + lline

1 ln L + bline

1 (Eq.
(6), valid for J

2

> Jc, bold in valid regime, pale for J
2

< Jc).
As bline

1 = 0 and lline

1 = 0 in the quantum disordered phase
when J

2

< Jc, the fits forcing lline

1 = 0 are slightly better. In
the ordered phase, the fit to Eq. (7) does not work because of
the existence of the logarithmic scaling term and fit quality
factors of Q ⇡ 0 (see e.g. Ref. 22) were obtained here.

1. Leading term

We begin with the linear prefactors aline

1 , as displayed
in Fig. 5 as a function of J

2

for fits over di↵erent system
size windows. The results for the two functional forms are
shown in the same figure, but with a di↵erent color coding
depending on the regimes: aline

1 obtained from linear fits
[Eq. (7)] is represented with bold lines for J

2

< J
c

(in the
disordered regime where we find that they represent the
correct form) and pale lines for J

2

> J
c

(when they are
not expected to be valid) and vice-versa for fits including
the logarithmic correction [Eq. (6)]. For J

2

< J
c

, both
results agree very well within error bars, while the linear
fit result is slightly more stable and converges faster with
system size. This is already a hint that the logarithmic
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FIG. 6. (Color online) Logarithmic scaling term lline
∞ of the line

SR entropy S line
∞ across the transitions in the plaquettized (top) and

dimerized (bottom) models, as obtained from fits to Eq. (6). We
show fits over different system size windows. The logarithmic term
vanishes in the quantum disordered phase, while in the ordered phase
it assumes a nonzero, almost constant value, which is similar for both
models for a given fitting size window.

point, curves for the estimated lline
∞ for different fit windows

cross at a value which is 0 within error bars.

3. Vanishing constant term in the paramagnetic phase

In the quantum disordered phase and presumably also at
the critical point, the logarithmic term vanishes and therefore
the first subleading scaling term is bline

∞ . To best estimate its
value, we force lline

∞ = 0 by using the functional form Eq. (7)
in our fit. Figure 7 shows the result of this analysis, the pale
lines correspond to the regime J2 > Jc where the fit function
does not represent the data correctly (this is reflected also by
strong finite size effects). We find exactly the same behavior
for both models in the disordered phase with bline

∞ = 0 for all
J2 < Jc.

4. Universal constant term at the quantum phase transition

We furthermore find (see Fig. 7) that curves of b̃line
∞ for

different fit windows cross at the critical point, taking a
nontrivial value b∗,line

∞ . The absence of finite size effects at the
crossing point provides evidence that the logarithmic correc-
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FIG. 7. (Color online) Constant scaling term b̃line
∞ of the subsys-

tem entropy S line
∞ across the transitions in the plaquettized (top) and

dimerized (bottom) models, as obtained by a fit to Eq. (7). This
form is clearly not valid in the ordered phase (J2 > Jc), where a
logarithmic scaling term of lline

∞ > 0 is found. Fit qualities drop to
zero for J2 > Jc and b̃line

∞ is therefore shown in pale colors. In the
disordered phase J2 < Jc, b̃line

∞ = bline
∞ is found to be 0 (bold). The

lines cross at the critical point at b∗,line,!
∞ = 0.412(6) (plaquettized

model) and b∗,line,|
∞ = 0.41(1) (dimerized model).

tion actually vanishes at the critical point. For the plaquettized
model, we find b∗,line,!

∞ = 0.412(6); in the dimerized case we
obtain a similar value b

∗,line,|
∞ = 0.41(1). This strongly suggests

that b∗,line
∞ is universal at the quantum critical point, and should

be identical for all models with a phase transition in the 3d O(3)
universality class.

To test this, we perform large-scale simulations of the finite-
temperature transition in the isotropic 3d S = 1/2 Heisenberg
model on a cubic lattice with antiferromagnetic interactions.
This transition belongs to the 3d O(3) universality class. We
then computed the line SR entropy S line

∞ using the same QMC
technique [9], but this time at finite temperature, close to the
critical point.

As a preliminary, we want first to extract the best estimate
for the critical temperature Tc. We have performed additional
simulations, up to N = 512 000 sites, studying the crossings
of the spin stiffness (times linear system size), a standard
method to locate critical points [19]. These results are reported
in Fig. 8 where we show very precise QMC data for cubic
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Figure 1. (Color online) Plaquettized (left) and dimerized
(right) lattices. The thick (red) lines correspond to strong
bonds with coupling J

1

and we refer to them as plaque-
ttes/dimers. The dotted bonds are the weak interplaque-
tte/interdimer couplings J

2

 J
1

. Periodic boundary con-
ditions are implicit.

II. MODELS AND METHODS OF ANALYSIS

The two models (dimerized and plaquettized Heisen-
berg models) that we study are defined with the same
Hamiltonian form:

H = J
1

X
plaquettes/

dimers

~S
i

· ~S
j

+ J
2

X
links

~S
i

· ~S
j

, (3)

with J
1

, J
2

� 0 and where the two terms correspond to
the summation over stronger bonds for columnar dimers
(plaquettes) and to the summation over the weaker links
between these entities (see Fig. 1). We only consider
g = J

2

/J
1

 1 here, with g = 1 yielding the homogeneous
Heisenberg antiferromagnet on the square lattice. The
two models have slightly di↵erent critical points at g

c

=
0.52370(1)18 for the columnar dimerized system and g

c

=
0.54854(6)17 for the plaquettized system. For g < g

c

both models display a disordered ground state separated
from excited states by a finite energy gap, whereas for
g > g

c

antiferromagnetic Néel long-range order occurs,
with a spontaneous breaking of the SU(2) symmetry. We
considered these two models as they are well-established
to harbor the same physical content (in particular the
quantum phase transitions at g

c

belong to the same 3d
O(3) universality class), yet with di↵erent microscopics:
this will allow us to discuss universality of the scaling of
SR entropies.

We study properties of the groundstates expanded in
the {Sz} basis and note that all results will be identi-
cal in any basis obtained by a global SU(2) transforma-
tion, by symmetry of the Hamiltonian. We use the index
⇤ (respectively |) to denote quantities for the plaquet-
tized (resp. dimerized) model. Considering the results of
Ref. 9, we will perform fits of the SR entropy S1 of the
full system to the following forms:

S1(N) = a1N + l1 ln N + b1 (4)

and

S1(N) = ã1N + b̃1. (5)

Equivalent forms for the line SR entropy Sline

1 (L) are:

Sline

1 (L) = aline

1 L + lline

1 ln L + bline

1 (6)

and

Sline

1 (L) = ãline

1 L + b̃line

1 . (7)

Note that in general, one also expects9 further size cor-
rections O

�
1

N

�
and O

�
1

L

�
.

The second functional forms Eqs. (5) and (7) are of
course included into the first forms Eqs. (4) and (6),
when the fitting parameters l1 or lline

1 are found to be
zero. However, given the finite values of N and L that we
can reach and the error bars inherent to QMC, the fits
to Eqs. (5) and (7) are better controlled (and errors on
estimated parameters smaller) by forcing l1 to be zero
for systems where no log term is present. Indeed, putting
a log term when not needed can result in an acceptable
fit where an artificial l1 > 0 compensates wrongly un-
derestimated a1 or b1. For systems where no log term
is present, we must have b̃1 ! b1 and ã1 ! a1 (re-
spectively bline ! bline

1 and ãline

1 ! aline

1 ) for large enough
sizes, but this scaling regime might be reached earlier
by using the second forms Eqs. (5), (7). Let us finally
mention the simple argument that if one is looking for
universal constants, then only l1 and lline

1 can be univer-
sal (but not b1, bline

1 ) in the first forms Eqs. (4) and(6):
this is seen by a redefinition of sample size N or L. With
the same reasoning, only b̃1, b̃line

1 can be universal for the
second forms Eqs. (5) and (7).

For all fits, we used a rigorous bootstrap analysis in
order to provide reliable error bars for fit parameters.
Note, however, that these error bars do not contain sys-
tematic e↵ects due to finite system sizes. These e↵ects
can nevertheless be estimated by comparison of fits over
di↵erent system size N or L ranges (“fit windows”, see
Ref. 9 for details). We also monitored the fit quality Q
(see Ref. 22) to ascertain the precision of our fits.

III. SHANNON-RÉNYI ENTROPIES

Throughout this section, we restrict our discussion and
analysis to the computationally most accessible SR en-
tropy, when q ! 1 for both the full system (S1) in
Sec. III A and the line subsystem (Sline

1 ) in Sec. III B.

A. SR entropy S1 of the full system

Figure 2 shows our QMC result for S⇤
1 of the pla-

quettized model in the range of accessible entropies (our
simulations are limited roughly to S1 . 20 as discussed
in appendix A), for di↵erent values of the parameter J

2

in the range [0, 1].
In the limit J

2

= 0 of isolated plaquettes, S⇤
1(N) can

be exactly (cf. appendix B) shown to be S⇤
1(N) = ln 3

4

N ,
i.e. a pure linear scaling with no logarithmic or constant

Sline
∞ = − ln pline

Neel
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Figure 1. (Color online) Plaquettized (left) and dimerized
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bonds with coupling J
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and we refer to them as plaque-
ttes/dimers. The dotted bonds are the weak interplaque-
tte/interdimer couplings J
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. Periodic boundary con-
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II. MODELS AND METHODS OF ANALYSIS

The two models (dimerized and plaquettized Heisen-
berg models) that we study are defined with the same
Hamiltonian form:

H = J
1

X
plaquettes/

dimers

~S
i

· ~S
j

+ J
2

X
links

~S
i

· ~S
j

, (3)

with J
1

, J
2

� 0 and where the two terms correspond to
the summation over stronger bonds for columnar dimers
(plaquettes) and to the summation over the weaker links
between these entities (see Fig. 1). We only consider
g = J

2

/J
1

 1 here, with g = 1 yielding the homogeneous
Heisenberg antiferromagnet on the square lattice. The
two models have slightly di↵erent critical points at g

c

=
0.52370(1)18 for the columnar dimerized system and g

c

=
0.54854(6)17 for the plaquettized system. For g < g

c

both models display a disordered ground state separated
from excited states by a finite energy gap, whereas for
g > g

c

antiferromagnetic Néel long-range order occurs,
with a spontaneous breaking of the SU(2) symmetry. We
considered these two models as they are well-established
to harbor the same physical content (in particular the
quantum phase transitions at g

c

belong to the same 3d
O(3) universality class), yet with di↵erent microscopics:
this will allow us to discuss universality of the scaling of
SR entropies.

We study properties of the groundstates expanded in
the {Sz} basis and note that all results will be identi-
cal in any basis obtained by a global SU(2) transforma-
tion, by symmetry of the Hamiltonian. We use the index
⇤ (respectively |) to denote quantities for the plaquet-
tized (resp. dimerized) model. Considering the results of
Ref. 9, we will perform fits of the SR entropy S1 of the
full system to the following forms:

S1(N) = a1N + l1 ln N + b1 (4)

and

S1(N) = ã1N + b̃1. (5)

Equivalent forms for the line SR entropy Sline

1 (L) are:

Sline

1 (L) = aline

1 L + lline

1 ln L + bline

1 (6)

and

Sline

1 (L) = ãline

1 L + b̃line

1 . (7)

Note that in general, one also expects9 further size cor-
rections O
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and O
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.

The second functional forms Eqs. (5) and (7) are of
course included into the first forms Eqs. (4) and (6),
when the fitting parameters l1 or lline

1 are found to be
zero. However, given the finite values of N and L that we
can reach and the error bars inherent to QMC, the fits
to Eqs. (5) and (7) are better controlled (and errors on
estimated parameters smaller) by forcing l1 to be zero
for systems where no log term is present. Indeed, putting
a log term when not needed can result in an acceptable
fit where an artificial l1 > 0 compensates wrongly un-
derestimated a1 or b1. For systems where no log term
is present, we must have b̃1 ! b1 and ã1 ! a1 (re-
spectively bline ! bline

1 and ãline

1 ! aline

1 ) for large enough
sizes, but this scaling regime might be reached earlier
by using the second forms Eqs. (5), (7). Let us finally
mention the simple argument that if one is looking for
universal constants, then only l1 and lline

1 can be univer-
sal (but not b1, bline

1 ) in the first forms Eqs. (4) and(6):
this is seen by a redefinition of sample size N or L. With
the same reasoning, only b̃1, b̃line

1 can be universal for the
second forms Eqs. (5) and (7).

For all fits, we used a rigorous bootstrap analysis in
order to provide reliable error bars for fit parameters.
Note, however, that these error bars do not contain sys-
tematic e↵ects due to finite system sizes. These e↵ects
can nevertheless be estimated by comparison of fits over
di↵erent system size N or L ranges (“fit windows”, see
Ref. 9 for details). We also monitored the fit quality Q
(see Ref. 22) to ascertain the precision of our fits.

III. SHANNON-RÉNYI ENTROPIES

Throughout this section, we restrict our discussion and
analysis to the computationally most accessible SR en-
tropy, when q ! 1 for both the full system (S1) in
Sec. III A and the line subsystem (Sline

1 ) in Sec. III B.

A. SR entropy S1 of the full system

Figure 2 shows our QMC result for S⇤
1 of the pla-

quettized model in the range of accessible entropies (our
simulations are limited roughly to S1 . 20 as discussed
in appendix A), for di↵erent values of the parameter J

2

in the range [0, 1].
In the limit J

2

= 0 of isolated plaquettes, S⇤
1(N) can

be exactly (cf. appendix B) shown to be S⇤
1(N) = ln 3

4

N ,
i.e. a pure linear scaling with no logarithmic or constant
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and we refer to them as plaque-
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tte/interdimer couplings J
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II. MODELS AND METHODS OF ANALYSIS

The two models (dimerized and plaquettized Heisen-
berg models) that we study are defined with the same
Hamiltonian form:
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· ~S
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, (3)

with J
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� 0 and where the two terms correspond to
the summation over stronger bonds for columnar dimers
(plaquettes) and to the summation over the weaker links
between these entities (see Fig. 1). We only consider
g = J

2

/J
1

 1 here, with g = 1 yielding the homogeneous
Heisenberg antiferromagnet on the square lattice. The
two models have slightly di↵erent critical points at g

c

=
0.52370(1)18 for the columnar dimerized system and g

c

=
0.54854(6)17 for the plaquettized system. For g < g

c

both models display a disordered ground state separated
from excited states by a finite energy gap, whereas for
g > g

c

antiferromagnetic Néel long-range order occurs,
with a spontaneous breaking of the SU(2) symmetry. We
considered these two models as they are well-established
to harbor the same physical content (in particular the
quantum phase transitions at g

c

belong to the same 3d
O(3) universality class), yet with di↵erent microscopics:
this will allow us to discuss universality of the scaling of
SR entropies.

We study properties of the groundstates expanded in
the {Sz} basis and note that all results will be identi-
cal in any basis obtained by a global SU(2) transforma-
tion, by symmetry of the Hamiltonian. We use the index
⇤ (respectively |) to denote quantities for the plaquet-
tized (resp. dimerized) model. Considering the results of
Ref. 9, we will perform fits of the SR entropy S1 of the
full system to the following forms:

S1(N) = a1N + l1 ln N + b1 (4)

and

S1(N) = ã1N + b̃1. (5)

Equivalent forms for the line SR entropy Sline

1 (L) are:
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and
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The second functional forms Eqs. (5) and (7) are of
course included into the first forms Eqs. (4) and (6),
when the fitting parameters l1 or lline

1 are found to be
zero. However, given the finite values of N and L that we
can reach and the error bars inherent to QMC, the fits
to Eqs. (5) and (7) are better controlled (and errors on
estimated parameters smaller) by forcing l1 to be zero
for systems where no log term is present. Indeed, putting
a log term when not needed can result in an acceptable
fit where an artificial l1 > 0 compensates wrongly un-
derestimated a1 or b1. For systems where no log term
is present, we must have b̃1 ! b1 and ã1 ! a1 (re-
spectively bline ! bline

1 and ãline

1 ! aline

1 ) for large enough
sizes, but this scaling regime might be reached earlier
by using the second forms Eqs. (5), (7). Let us finally
mention the simple argument that if one is looking for
universal constants, then only l1 and lline

1 can be univer-
sal (but not b1, bline

1 ) in the first forms Eqs. (4) and(6):
this is seen by a redefinition of sample size N or L. With
the same reasoning, only b̃1, b̃line

1 can be universal for the
second forms Eqs. (5) and (7).

For all fits, we used a rigorous bootstrap analysis in
order to provide reliable error bars for fit parameters.
Note, however, that these error bars do not contain sys-
tematic e↵ects due to finite system sizes. These e↵ects
can nevertheless be estimated by comparison of fits over
di↵erent system size N or L ranges (“fit windows”, see
Ref. 9 for details). We also monitored the fit quality Q
(see Ref. 22) to ascertain the precision of our fits.

III. SHANNON-RÉNYI ENTROPIES

Throughout this section, we restrict our discussion and
analysis to the computationally most accessible SR en-
tropy, when q ! 1 for both the full system (S1) in
Sec. III A and the line subsystem (Sline

1 ) in Sec. III B.

A. SR entropy S1 of the full system

Figure 2 shows our QMC result for S⇤
1 of the pla-

quettized model in the range of accessible entropies (our
simulations are limited roughly to S1 . 20 as discussed
in appendix A), for di↵erent values of the parameter J

2

in the range [0, 1].
In the limit J

2

= 0 of isolated plaquettes, S⇤
1(N) can

be exactly (cf. appendix B) shown to be S⇤
1(N) = ln 3

4

N ,
i.e. a pure linear scaling with no logarithmic or constant

Subsystem B
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Figure 6. (Color online) Logarithmic scaling term lline

1 of the
line SR entropy Sline

1 across the plaquettization (top) and
dimerization (bottom) transitions, as obtained from fits to
Eq. (6). We show fits over di↵erent system size windows. The
logarithmic term vanishes in the quantum disordered phase,
while in the ordered phase it assumes a nonzero, almost con-
stant value, which is similar for both models for a given fitting
size window.

correction lline,⇤
1 presumably vanishes in the disordered

phase, which will be verified in the next paragraph. Both
dimerized and plaquettized models display the same be-

havior, with aline,|
1 taking larger values due to suppressed

Néel order.
One can notice a qualitative change in the extensive

contribution to the Shannon entropy across the quan-
tum phase transition where a1 changes abruptly. More
precisely, its derivative with respect to J

2

displays a sin-
gularity at the critical point. We discuss in more detail
such features in Sec. IVD.

2. Subleading logarithmic term in the ordered phase

The first subleading scaling term is the logarithmic cor-
rection lline

1 as defined in Eq. (6). Fig. 6 represents results
of fits obtained from three sets of system size ranges. We
find that fits excluding the smallest system sizes gener-
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Figure 7. (Color online) Constant scaling term b̃line

1 of the
subsystem entropy Sline

1 across the plaquettization (top) and
dimerization (bottom) transitions, as obtained by a fit to
Eq. (7). This form is clearly not valid in the ordered phase
(J

2

> Jc), where a logarithmic scaling term of lline

1 > 0 is
found. Fit qualities drop to zero for J

2

> Jc and b̃line

1 is there-
fore shown in pale colors. In the disordered phase J

2

< Jc,
b̃line

1 = bline

1 is found to be 0 (bold). The lines cross at the
critical point at b⇤,line,⇤

1 = 0.412(6) (plaquettized model) and

b
⇤,line,|
1 = 0.41(1) (dimerized model).

ally correspond to higher fit qualities (quality factor Q
closer to 1) while on the other hand, error bars on lline

1
become larger as the number of data points included in
the fit decreases.

Nevertheless, results are stable with respect to di↵erent
fit windows: we observe a clear change in the estimated
lline

1 exactly at the transition point for both dimerized
and plaquettized models at the respective J

c

. Deep in
the quantum disordered phase, the logarithmic term lline

1
converges very well towards zero. Close to the critical
point for J

2

< J
c

, nontrivial finite size e↵ects show up in
pronounced oscillations preceding the jump to nonzero
lline

1 in the ordered phase. Similar to what is observed
in the constant term of the SR entropies of the one-
dimensional5 and two-dimensional9 quantum Ising model
close to its transition point, the oscillations become nar-
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Figure 9. Fit result for the subleading constant bline,3d

1 in
the scaling of the SR entropy Sline,3d

1 with system size close
to the critical temperature in the 3d Heisenberg model. We
only performed fits to the form in Eq. (7), which is strictly
only valid in the absence of logarithmic scaling terms (i.e.
in the disordered phase at T � Tc). At the critical point,
bline,3d

1 converges well with system size and the estimate for
the fit window with the largest sizes is given by b⇤,line,3d

1 =
0.41(1). The insets show the scaling of Sline,3d

1 as a function
of L in the ordered phase T < Tc with a clear sign of the
logarithmic scaling correction (lline,3d

1 = 0.8(3)) and in the
paramagnetic phase T > Tc, where the scaling is purely linear
with a vanishing constant bline,3d

1 = 0.003(9).

IV. PARTICIPATION SPECTRA

Up to now, we have focused on the finite-size behavior
of a single quantity, namely S1 (Sline

1 ), which is related
to a single diagonal element - the largest - of the (re-
duced) density matrix. Let us now inspect the behavior
of all the diagonal elements of the reduced density ma-
trix ⇢̂

B

for a subsystem B being, as above, a line of L
spins embedded in a L ⇥ L torus. For practical reasons,
we again restrict ourselves to the set of bases that are
connected to the {Sz} basis by global SU(2) transforma-
tions, leaving the Hamiltonian invariant.

A. Definitions

Inspired by recent insights obtained on the entan-

glement spectrum

20,21,23, we introduce the participation

spectrum obtained from the diagonal of the reduced den-
sity matrix ⇢̂line in the computational basis {| i i}

⇠line

i

= � ln ⇢line

ii

= � ln
�
h i |⇢̂line| i i

�
, (8)

using the line shaped subsystem defined in Fig. 1. From
now on, we drop the index ‘line’ on the set of pseudo-
energies ⇠

i

.
In order to clarify the tremendous amount of informa-

tion contained in the participation spectrum, we antici-
pate (as detailed below) that the line participation spec-

8

0.1

0.15

0.2

0.25

0.3

0.35

0.4

0.45

0.5

0.55

0.6

0.94 0.942 0.944 0.946 0.948 0.95

˜

bl
i
n
e
,3

d

1

T/J

Tc

L 2 [12, 48]

L 2 [16, 48]

L 2 [20, 48]

L 2 [24, 48]

Figure 10: Fit result for the subleading constant bline,3d

1 in
the scaling of the SR entropy Sline,3d

1 with system size close
to the critical temperature in the 3d Heisenberg model. We
only performed fits to the form in Eq. (7), which is strictly
only valid in the absence of logarithmic scaling terms (i.e. in
the disordered phase at T � Tc). At the critical point, bline,3d

1
converges well with system size and the estimate for the fit
window with the largest sizes is given by bline,3d,*

1 = 0.41(1).

IV. PARTICIPATION SPECTRA

Up to now, we have focused on the finite-size behavior
of a single quantity, namely S1 (Sline

1 ), which is related
to a single diagonal element - the largest - of the (re-
duced) density matrix. Let us now inspect the behavior
of all the diagonal elements. For practical reasons, we
will again restrict ourselves to the set of bases that are
connected to the S

z

basis by global SU(2) transforma-
tions, leaving the Hamiltonian invariant.

A. Definitions

Inspired by recent progress on the entanglement spec-

trum as well as the leading scaling term of S1, we intro-
duce the participation spectrum obtained from the diag-
onal of the reduced density matrix ⇢̂

B

in the computa-
tional basis {| i i}

⇠
i

= � ln ⇢
B,ii

= � ln (h i |⇢̂
B

| i i) . (8)

To be able to use reasonable lattice sizes, we will focus
in this work on the line shaped subsystem B defined in
Fig. 1.

In order to set notations and to clarify the tremen-
dous amount of information contained in the participa-
tion spectrum, we anticipate (as detailed below) that
the line participation spectrum will develop well-defined
bands that can be classified through specific character-
istics of their containing basis states: (absolute value
of) magnetization |Sz| and number of (ferromagnetic)
domain-walls n

dw

, the later turning out to be the crucial
element to classify the spectrum.

The Sz operator being diagonal in the computational
basis {| i i}, the magnetization of a basis state | i i is sim-
ply defined as Sz(| i i) = h i |Sz| i i. We define the to-
tal number of ferromagnetic domain walls in the line as
n

dw

(| i i) = L/2 + 2
P

L

x=1

h i |Sz

x

Sz

x+1

| i i. We assume pe-
riodic boundary conditions (Sz

L+1

= Sz

1

) along the chain
with L even (ensuring n

dw

to be an even number). In
other words, n

dw

is simply the number of bonds along
the chain hosting nearest-neighbors spins with the same
orientation in basis state | i i. We use the term domain

walls since the most likely states are the two Néel states
on the chain, as mentioned earlier, which have |Sz| = 0
and n

dw

= 0 (ferromagnetic orientation of spins on a
given bond correspond to disrupting local Néel ordering).
Magnetization |Sz| and number of domain walls n

dw

run
from 0 to respectively L/2 and L (for the polarized fer-
romagnetic state) for possible basis states on the chain.
We expect that states with low n

dw

and low |S
z

| to be
more likely, and therefore have a lower pseudo-energy ⇠

i

.
We finally note that this description is not su�cient

for characterizing states of the chain subsystem in the
plaquettized lattice, as readily seen in Fig. 1. While
all bonds along the chain are equivalent for the dimer-
ized lattice, this is not the case for the plaquettized
lattice with ”strong” bonds carrying the coupling con-
stant J

1

and ”weak” bonds carrying J
2

 J
1

. We
therefore find it useful to define the number of strong
n

strong

(| i i) = L/4 + 2
P

L/2

s=1

h i |Sz

2s

Sz

2s�1

| i i and weak

n
weak

(| i i) = L/4 + 2
P

L/2

s=1

h i |Sz

2s

Sz

2s+1

| i i domain walls
(n

dw

= n
strong

+ n
weak

). We assume that the chain sub-
system starts from a strong bond and that L is a multiple
of 4, as is the case in Fig. 1. We expect that ferromagnetic
domain-walls on strong bonds will be less likely than on
weak bonds and this notion of strong and weak domain
walls to be particularly relevant in the quantum disor-
dered phase.

"#"#"#"#"#"#"#"#

B. Participation density of states

To get a first impression of how the weight of each
basis state gets redistributed while passing through the
quantum phase transition, it is first instructive to have a
glance at the density of states

DOS(!) =
1

2L

X
i

�(! � ⇠
i

) (9)

corresponding to the participation spectrum.
Figure 11 displays the density of states as a function

of J
2

accross the transition in dimerized (right) and pla-
quettized (left) square lattices. While the two density of
states naturally develop into the same homogeneous limit
of J

2

= 1, they appear to di↵er strongly for dimerized and
plaquettized models, specially in the quantum disordered
phase (which is physically similar for both models).
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Figure 10: Fit result for the subleading constant bline,3d

1 in
the scaling of the SR entropy Sline,3d

1 with system size close
to the critical temperature in the 3d Heisenberg model. We
only performed fits to the form in Eq. (7), which is strictly
only valid in the absence of logarithmic scaling terms (i.e. in
the disordered phase at T � Tc). At the critical point, bline,3d

1
converges well with system size and the estimate for the fit
window with the largest sizes is given by bline,3d,*

1 = 0.41(1).

IV. PARTICIPATION SPECTRA

Up to now, we have focused on the finite-size behavior
of a single quantity, namely S1 (Sline

1 ), which is related
to a single diagonal element - the largest - of the (re-
duced) density matrix. Let us now inspect the behavior
of all the diagonal elements. For practical reasons, we
will again restrict ourselves to the set of bases that are
connected to the S

z

basis by global SU(2) transforma-
tions, leaving the Hamiltonian invariant.

A. Definitions

Inspired by recent progress on the entanglement spec-

trum as well as the leading scaling term of S1, we intro-
duce the participation spectrum obtained from the diag-
onal of the reduced density matrix ⇢̂

B

in the computa-
tional basis {| i i}

⇠
i

= � ln ⇢
B,ii

= � ln (h i |⇢̂
B

| i i) . (8)

To be able to use reasonable lattice sizes, we will focus
in this work on the line shaped subsystem B defined in
Fig. 1.

In order to set notations and to clarify the tremen-
dous amount of information contained in the participa-
tion spectrum, we anticipate (as detailed below) that
the line participation spectrum will develop well-defined
bands that can be classified through specific character-
istics of their containing basis states: (absolute value
of) magnetization |Sz| and number of (ferromagnetic)
domain-walls n

dw

, the later turning out to be the crucial
element to classify the spectrum.

The Sz operator being diagonal in the computational
basis {| i i}, the magnetization of a basis state | i i is sim-
ply defined as Sz(| i i) = h i |Sz| i i. We define the to-
tal number of ferromagnetic domain walls in the line as
n

dw

(| i i) = L/2 + 2
P

L

x=1

h i |Sz

x

Sz

x+1

| i i. We assume pe-
riodic boundary conditions (Sz

L+1

= Sz

1

) along the chain
with L even (ensuring n

dw

to be an even number). In
other words, n

dw

is simply the number of bonds along
the chain hosting nearest-neighbors spins with the same
orientation in basis state | i i. We use the term domain

walls since the most likely states are the two Néel states
on the chain, as mentioned earlier, which have |Sz| = 0
and n

dw

= 0 (ferromagnetic orientation of spins on a
given bond correspond to disrupting local Néel ordering).
Magnetization |Sz| and number of domain walls n

dw

run
from 0 to respectively L/2 and L (for the polarized fer-
romagnetic state) for possible basis states on the chain.
We expect that states with low n

dw

and low |S
z

| to be
more likely, and therefore have a lower pseudo-energy ⇠

i

.
We finally note that this description is not su�cient

for characterizing states of the chain subsystem in the
plaquettized lattice, as readily seen in Fig. 1. While
all bonds along the chain are equivalent for the dimer-
ized lattice, this is not the case for the plaquettized
lattice with ”strong” bonds carrying the coupling con-
stant J

1

and ”weak” bonds carrying J
2

 J
1

. We
therefore find it useful to define the number of strong
n

strong

(| i i) = L/4 + 2
P

L/2

s=1

h i |Sz

2s

Sz

2s�1

| i i and weak

n
weak

(| i i) = L/4 + 2
P

L/2

s=1

h i |Sz

2s

Sz

2s+1

| i i domain walls
(n

dw

= n
strong

+ n
weak

). We assume that the chain sub-
system starts from a strong bond and that L is a multiple
of 4, as is the case in Fig. 1. We expect that ferromagnetic
domain-walls on strong bonds will be less likely than on
weak bonds and this notion of strong and weak domain
walls to be particularly relevant in the quantum disor-
dered phase.
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B. Participation density of states

To get a first impression of how the weight of each
basis state gets redistributed while passing through the
quantum phase transition, it is first instructive to have a
glance at the density of states

DOS(!) =
1

2L

X
i
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i

) (9)

corresponding to the participation spectrum.
Figure 11 displays the density of states as a function

of J
2

accross the transition in dimerized (right) and pla-
quettized (left) square lattices. While the two density of
states naturally develop into the same homogeneous limit
of J

2

= 1, they appear to di↵er strongly for dimerized and
plaquettized models, specially in the quantum disordered
phase (which is physically similar for both models).
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Figure 10: Fit result for the subleading constant bline,3d

1 in
the scaling of the SR entropy Sline,3d

1 with system size close
to the critical temperature in the 3d Heisenberg model. We
only performed fits to the form in Eq. (7), which is strictly
only valid in the absence of logarithmic scaling terms (i.e. in
the disordered phase at T � Tc). At the critical point, bline,3d

1
converges well with system size and the estimate for the fit
window with the largest sizes is given by bline,3d,*

1 = 0.41(1).

IV. PARTICIPATION SPECTRA

Up to now, we have focused on the finite-size behavior
of a single quantity, namely S1 (Sline

1 ), which is related
to a single diagonal element - the largest - of the (re-
duced) density matrix. Let us now inspect the behavior
of all the diagonal elements. For practical reasons, we
will again restrict ourselves to the set of bases that are
connected to the S

z

basis by global SU(2) transforma-
tions, leaving the Hamiltonian invariant.

A. Definitions

Inspired by recent progress on the entanglement spec-

trum as well as the leading scaling term of S1, we intro-
duce the participation spectrum obtained from the diag-
onal of the reduced density matrix ⇢̂

B

in the computa-
tional basis {| i i}

⇠
i

= � ln ⇢
B,ii

= � ln (h i |⇢̂
B

| i i) . (8)

To be able to use reasonable lattice sizes, we will focus
in this work on the line shaped subsystem B defined in
Fig. 1.

In order to set notations and to clarify the tremen-
dous amount of information contained in the participa-
tion spectrum, we anticipate (as detailed below) that
the line participation spectrum will develop well-defined
bands that can be classified through specific character-
istics of their containing basis states: (absolute value
of) magnetization |Sz| and number of (ferromagnetic)
domain-walls n

dw

, the later turning out to be the crucial
element to classify the spectrum.

The Sz operator being diagonal in the computational
basis {| i i}, the magnetization of a basis state | i i is sim-
ply defined as Sz(| i i) = h i |Sz| i i. We define the to-
tal number of ferromagnetic domain walls in the line as
n

dw

(| i i) = L/2 + 2
P

L

x=1

h i |Sz

x

Sz

x+1

| i i. We assume pe-
riodic boundary conditions (Sz

L+1

= Sz

1

) along the chain
with L even (ensuring n

dw

to be an even number). In
other words, n

dw

is simply the number of bonds along
the chain hosting nearest-neighbors spins with the same
orientation in basis state | i i. We use the term domain

walls since the most likely states are the two Néel states
on the chain, as mentioned earlier, which have |Sz| = 0
and n

dw

= 0 (ferromagnetic orientation of spins on a
given bond correspond to disrupting local Néel ordering).
Magnetization |Sz| and number of domain walls n

dw

run
from 0 to respectively L/2 and L (for the polarized fer-
romagnetic state) for possible basis states on the chain.
We expect that states with low n

dw

and low |S
z

| to be
more likely, and therefore have a lower pseudo-energy ⇠

i

.
We finally note that this description is not su�cient

for characterizing states of the chain subsystem in the
plaquettized lattice, as readily seen in Fig. 1. While
all bonds along the chain are equivalent for the dimer-
ized lattice, this is not the case for the plaquettized
lattice with ”strong” bonds carrying the coupling con-
stant J

1

and ”weak” bonds carrying J
2

 J
1

. We
therefore find it useful to define the number of strong
n

strong

(| i i) = L/4 + 2
P
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| i i domain walls
(n

dw

= n
strong

+ n
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). We assume that the chain sub-
system starts from a strong bond and that L is a multiple
of 4, as is the case in Fig. 1. We expect that ferromagnetic
domain-walls on strong bonds will be less likely than on
weak bonds and this notion of strong and weak domain
walls to be particularly relevant in the quantum disor-
dered phase.
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B. Participation density of states

To get a first impression of how the weight of each
basis state gets redistributed while passing through the
quantum phase transition, it is first instructive to have a
glance at the density of states

DOS(!) =
1

2L

X
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) (9)

corresponding to the participation spectrum.
Figure 11 displays the density of states as a function

of J
2

accross the transition in dimerized (right) and pla-
quettized (left) square lattices. While the two density of
states naturally develop into the same homogeneous limit
of J

2

= 1, they appear to di↵er strongly for dimerized and
plaquettized models, specially in the quantum disordered
phase (which is physically similar for both models).
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1 in
the scaling of the SR entropy Sline,3d

1 with system size close
to the critical temperature in the 3d Heisenberg model. We
only performed fits to the form in Eq. (7), which is strictly
only valid in the absence of logarithmic scaling terms (i.e. in
the disordered phase at T � Tc). At the critical point, bline,3d

1
converges well with system size and the estimate for the fit
window with the largest sizes is given by bline,3d,*

1 = 0.41(1).

IV. PARTICIPATION SPECTRA

Up to now, we have focused on the finite-size behavior
of a single quantity, namely S1 (Sline

1 ), which is related
to a single diagonal element - the largest - of the (re-
duced) density matrix. Let us now inspect the behavior
of all the diagonal elements. For practical reasons, we
will again restrict ourselves to the set of bases that are
connected to the S

z

basis by global SU(2) transforma-
tions, leaving the Hamiltonian invariant.

A. Definitions

Inspired by recent progress on the entanglement spec-

trum as well as the leading scaling term of S1, we intro-
duce the participation spectrum obtained from the diag-
onal of the reduced density matrix ⇢̂

B

in the computa-
tional basis {| i i}

⇠
i

= � ln ⇢
B,ii

= � ln (h i |⇢̂
B

| i i) . (8)

To be able to use reasonable lattice sizes, we will focus
in this work on the line shaped subsystem B defined in
Fig. 1.

In order to set notations and to clarify the tremen-
dous amount of information contained in the participa-
tion spectrum, we anticipate (as detailed below) that
the line participation spectrum will develop well-defined
bands that can be classified through specific character-
istics of their containing basis states: (absolute value
of) magnetization |Sz| and number of (ferromagnetic)
domain-walls n

dw

, the later turning out to be the crucial
element to classify the spectrum.

The Sz operator being diagonal in the computational
basis {| i i}, the magnetization of a basis state | i i is sim-
ply defined as Sz(| i i) = h i |Sz| i i. We define the to-
tal number of ferromagnetic domain walls in the line as
n

dw

(| i i) = L/2 + 2
P

L

x=1

h i |Sz

x

Sz

x+1

| i i. We assume pe-
riodic boundary conditions (Sz

L+1

= Sz

1

) along the chain
with L even (ensuring n

dw

to be an even number). In
other words, n

dw

is simply the number of bonds along
the chain hosting nearest-neighbors spins with the same
orientation in basis state | i i. We use the term domain

walls since the most likely states are the two Néel states
on the chain, as mentioned earlier, which have |Sz| = 0
and n

dw

= 0 (ferromagnetic orientation of spins on a
given bond correspond to disrupting local Néel ordering).
Magnetization |Sz| and number of domain walls n

dw

run
from 0 to respectively L/2 and L (for the polarized fer-
romagnetic state) for possible basis states on the chain.
We expect that states with low n

dw

and low |S
z

| to be
more likely, and therefore have a lower pseudo-energy ⇠

i

.
We finally note that this description is not su�cient

for characterizing states of the chain subsystem in the
plaquettized lattice, as readily seen in Fig. 1. While
all bonds along the chain are equivalent for the dimer-
ized lattice, this is not the case for the plaquettized
lattice with ”strong” bonds carrying the coupling con-
stant J

1

and ”weak” bonds carrying J
2

 J
1

. We
therefore find it useful to define the number of strong
n

strong

(| i i) = L/4 + 2
P

L/2

s=1

h i |Sz

2s

Sz

2s�1

| i i and weak

n
weak

(| i i) = L/4 + 2
P

L/2

s=1

h i |Sz

2s

Sz

2s+1

| i i domain walls
(n

dw

= n
strong

+ n
weak

). We assume that the chain sub-
system starts from a strong bond and that L is a multiple
of 4, as is the case in Fig. 1. We expect that ferromagnetic
domain-walls on strong bonds will be less likely than on
weak bonds and this notion of strong and weak domain
walls to be particularly relevant in the quantum disor-
dered phase.

N
A

B. Participation density of states

To get a first impression of how the weight of each
basis state gets redistributed while passing through the
quantum phase transition, it is first instructive to have a
glance at the density of states

DOS(!) =
1

2L

X
i

�(! � ⇠
i

) (9)

corresponding to the participation spectrum.
Figure 11 displays the density of states as a function

of J
2

accross the transition in dimerized (right) and pla-
quettized (left) square lattices. While the two density of
states naturally develop into the same homogeneous limit
of J

2

= 1, they appear to di↵er strongly for dimerized and
plaquettized models, specially in the quantum disordered
phase (which is physically similar for both models).

8

0.1

0.15

0.2

0.25

0.3

0.35

0.4

0.45

0.5

0.55

0.6

0.94 0.942 0.944 0.946 0.948 0.95

˜

bl
i
n
e
,3

d

1

T/J

Tc

L 2 [12, 48]

L 2 [16, 48]

L 2 [20, 48]

L 2 [24, 48]

Figure 10: Fit result for the subleading constant bline,3d

1 in
the scaling of the SR entropy Sline,3d

1 with system size close
to the critical temperature in the 3d Heisenberg model. We
only performed fits to the form in Eq. (7), which is strictly
only valid in the absence of logarithmic scaling terms (i.e. in
the disordered phase at T � Tc). At the critical point, bline,3d

1
converges well with system size and the estimate for the fit
window with the largest sizes is given by bline,3d,*

1 = 0.41(1).

IV. PARTICIPATION SPECTRA

Up to now, we have focused on the finite-size behavior
of a single quantity, namely S1 (Sline

1 ), which is related
to a single diagonal element - the largest - of the (re-
duced) density matrix. Let us now inspect the behavior
of all the diagonal elements. For practical reasons, we
will again restrict ourselves to the set of bases that are
connected to the S

z

basis by global SU(2) transforma-
tions, leaving the Hamiltonian invariant.

A. Definitions

Inspired by recent progress on the entanglement spec-

trum as well as the leading scaling term of S1, we intro-
duce the participation spectrum obtained from the diag-
onal of the reduced density matrix ⇢̂

B

in the computa-
tional basis {| i i}

⇠
i

= � ln ⇢
B,ii

= � ln (h i |⇢̂
B

| i i) . (8)

To be able to use reasonable lattice sizes, we will focus
in this work on the line shaped subsystem B defined in
Fig. 1.

In order to set notations and to clarify the tremen-
dous amount of information contained in the participa-
tion spectrum, we anticipate (as detailed below) that
the line participation spectrum will develop well-defined
bands that can be classified through specific character-
istics of their containing basis states: (absolute value
of) magnetization |Sz| and number of (ferromagnetic)
domain-walls n

dw

, the later turning out to be the crucial
element to classify the spectrum.

The Sz operator being diagonal in the computational
basis {| i i}, the magnetization of a basis state | i i is sim-
ply defined as Sz(| i i) = h i |Sz| i i. We define the to-
tal number of ferromagnetic domain walls in the line as
n

dw

(| i i) = L/2 + 2
P

L

x=1

h i |Sz

x

Sz

x+1

| i i. We assume pe-
riodic boundary conditions (Sz

L+1

= Sz

1

) along the chain
with L even (ensuring n

dw

to be an even number). In
other words, n

dw

is simply the number of bonds along
the chain hosting nearest-neighbors spins with the same
orientation in basis state | i i. We use the term domain

walls since the most likely states are the two Néel states
on the chain, as mentioned earlier, which have |Sz| = 0
and n

dw

= 0 (ferromagnetic orientation of spins on a
given bond correspond to disrupting local Néel ordering).
Magnetization |Sz| and number of domain walls n

dw

run
from 0 to respectively L/2 and L (for the polarized fer-
romagnetic state) for possible basis states on the chain.
We expect that states with low n

dw

and low |S
z

| to be
more likely, and therefore have a lower pseudo-energy ⇠

i

.
We finally note that this description is not su�cient

for characterizing states of the chain subsystem in the
plaquettized lattice, as readily seen in Fig. 1. While
all bonds along the chain are equivalent for the dimer-
ized lattice, this is not the case for the plaquettized
lattice with ”strong” bonds carrying the coupling con-
stant J

1

and ”weak” bonds carrying J
2

 J
1

. We
therefore find it useful to define the number of strong
n

strong

(| i i) = L/4 + 2
P

L/2

s=1

h i |Sz

2s

Sz

2s�1

| i i and weak

n
weak

(| i i) = L/4 + 2
P

L/2

s=1

h i |Sz

2s

Sz

2s+1

| i i domain walls
(n

dw

= n
strong

+ n
weak

). We assume that the chain sub-
system starts from a strong bond and that L is a multiple
of 4, as is the case in Fig. 1. We expect that ferromagnetic
domain-walls on strong bonds will be less likely than on
weak bonds and this notion of strong and weak domain
walls to be particularly relevant in the quantum disor-
dered phase.

N
A

B. Participation density of states

To get a first impression of how the weight of each
basis state gets redistributed while passing through the
quantum phase transition, it is first instructive to have a
glance at the density of states

DOS(!) =
1

2L

X
i

�(! � ⇠
i

) (9)

corresponding to the participation spectrum.
Figure 11 displays the density of states as a function

of J
2

accross the transition in dimerized (right) and pla-
quettized (left) square lattices. While the two density of
states naturally develop into the same homogeneous limit
of J

2

= 1, they appear to di↵er strongly for dimerized and
plaquettized models, specially in the quantum disordered
phase (which is physically similar for both models).
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Figure 10: Fit result for the subleading constant bline,3d

1 in
the scaling of the SR entropy Sline,3d

1 with system size close
to the critical temperature in the 3d Heisenberg model. We
only performed fits to the form in Eq. (7), which is strictly
only valid in the absence of logarithmic scaling terms (i.e. in
the disordered phase at T � Tc). At the critical point, bline,3d

1
converges well with system size and the estimate for the fit
window with the largest sizes is given by bline,3d,*

1 = 0.41(1).

IV. PARTICIPATION SPECTRA

Up to now, we have focused on the finite-size behavior
of a single quantity, namely S1 (Sline

1 ), which is related
to a single diagonal element - the largest - of the (re-
duced) density matrix. Let us now inspect the behavior
of all the diagonal elements. For practical reasons, we
will again restrict ourselves to the set of bases that are
connected to the S

z

basis by global SU(2) transforma-
tions, leaving the Hamiltonian invariant.

A. Definitions

Inspired by recent progress on the entanglement spec-

trum as well as the leading scaling term of S1, we intro-
duce the participation spectrum obtained from the diag-
onal of the reduced density matrix ⇢̂

B

in the computa-
tional basis {| i i}

⇠
i

= � ln ⇢
B,ii

= � ln (h i |⇢̂
B

| i i) . (8)

To be able to use reasonable lattice sizes, we will focus
in this work on the line shaped subsystem B defined in
Fig. 1.

In order to set notations and to clarify the tremen-
dous amount of information contained in the participa-
tion spectrum, we anticipate (as detailed below) that
the line participation spectrum will develop well-defined
bands that can be classified through specific character-
istics of their containing basis states: (absolute value
of) magnetization |Sz| and number of (ferromagnetic)
domain-walls n

dw

, the later turning out to be the crucial
element to classify the spectrum.

The Sz operator being diagonal in the computational
basis {| i i}, the magnetization of a basis state | i i is sim-
ply defined as Sz(| i i) = h i |Sz| i i. We define the to-
tal number of ferromagnetic domain walls in the line as
n

dw

(| i i) = L/2 + 2
P

L

x=1

h i |Sz

x

Sz

x+1

| i i. We assume pe-
riodic boundary conditions (Sz

L+1

= Sz

1

) along the chain
with L even (ensuring n

dw

to be an even number). In
other words, n

dw

is simply the number of bonds along
the chain hosting nearest-neighbors spins with the same
orientation in basis state | i i. We use the term domain

walls since the most likely states are the two Néel states
on the chain, as mentioned earlier, which have |Sz| = 0
and n

dw

= 0 (ferromagnetic orientation of spins on a
given bond correspond to disrupting local Néel ordering).
Magnetization |Sz| and number of domain walls n

dw

run
from 0 to respectively L/2 and L (for the polarized fer-
romagnetic state) for possible basis states on the chain.
We expect that states with low n

dw

and low |S
z

| to be
more likely, and therefore have a lower pseudo-energy ⇠

i

.
We finally note that this description is not su�cient

for characterizing states of the chain subsystem in the
plaquettized lattice, as readily seen in Fig. 1. While
all bonds along the chain are equivalent for the dimer-
ized lattice, this is not the case for the plaquettized
lattice with ”strong” bonds carrying the coupling con-
stant J

1

and ”weak” bonds carrying J
2

 J
1

. We
therefore find it useful to define the number of strong
n

strong

(| i i) = L/4 + 2
P

L/2

s=1

h i |Sz

2s

Sz

2s�1

| i i and weak

n
weak

(| i i) = L/4 + 2
P

L/2

s=1

h i |Sz

2s

Sz

2s+1

| i i domain walls
(n

dw

= n
strong

+ n
weak

). We assume that the chain sub-
system starts from a strong bond and that L is a multiple
of 4, as is the case in Fig. 1. We expect that ferromagnetic
domain-walls on strong bonds will be less likely than on
weak bonds and this notion of strong and weak domain
walls to be particularly relevant in the quantum disor-
dered phase.

N
B

B. Participation density of states

To get a first impression of how the weight of each
basis state gets redistributed while passing through the
quantum phase transition, it is first instructive to have a
glance at the density of states

DOS(!) =
1

2L

X
i

�(! � ⇠
i

) (9)

corresponding to the participation spectrum.
Figure ?? displays the density of states as a function

of J
2

accross the transition in dimerized (right) and pla-
quettized (left) square lattices. While the two density of
states naturally develop into the same homogeneous limit
of J

2

= 1, they appear to di↵er strongly for dimerized and
plaquettized models, specially in the quantum disordered
phase (which is physically similar for both models).

Figure 10. (Color online) Schematic picture for a basis state
having two domain walls ## and "" separating the two Néel
configurations N

A

and N
B

.

trum will develop well-defined bands that can be clas-
sified through specific characteristics of their containing
basis states: (absolute value of) magnetization |Sz| and
number of (ferromagnetic) domain-walls n

dw

, the later
turning out to be the crucial element to classify the spec-
trum.

The Sz operator being diagonal in the computational
basis {| i i}, the magnetization of a basis state | i i is sim-
ply defined as Sz(| i i) = h i |Sz| i i. We define the to-
tal number of ferromagnetic domain walls in the line as
n

dw

(| i i) = L/2 + 2
P

L

x=1

h i |Sz

x

Sz

x+1

| i i. We assume pe-
riodic boundary conditions (Sz

L+1

= Sz

1

) along the chain
with L even (ensuring n

dw

to be an even number). In
other words, n

dw

is simply the number of bonds along
the chain hosting nearest-neighbors spins with the same
orientation in basis state | i i. We use the term domain

walls since the most likely states are the two Néel states
on the chain, as mentioned earlier, which have |Sz| = 0
and n

dw

= 0 (ferromagnetic orientation of spins on a
given bond correspond to disrupting local Néel ordering).
Magnetization |Sz| and number of domain walls n

dw

run
from 0 to respectively L/2 and L (for the polarized fer-
romagnetic state) for possible basis states on the chain.
We expect states with low n

dw

and low |Sz| to be more
likely, and therefore to have a lower pseudo-energy ⇠

i

.
A typical basis state is illustrated in Fig. 10 for a line

of 30 spins with Sz = 0 and n
dw

= 2. From such a pic-
ture one sees that increasing the separation between two
domain walls tends to reduce the total staggered magne-
tization m

stag

=
P

x

(�1)xhSz

x

i. It is therefore expected
that the e↵ective interaction between domain walls will
be strongly (weakly) attractive for states having long-
range (short-range) antiferromagnetic correlations. This
will be discussed on more quantitative grounds below in
Sec. IV D.

We finally note that this description is not su�cient
for characterizing states of the chain subsystem in the
plaquettized lattice, as readily seen in Fig. 1. While all
bonds along the chain are equivalent for the dimerized
lattice, this is not the case for the plaquettized lattice
with “strong” bonds carrying the coupling constant J

1

and “weak” bonds carrying J
2

 J
1

. We therefore find
it useful to define the number of strong n

strong

(| i i) =

L/4+2
P

L/2

s=1

h i |Sz

2s

Sz

2s�1

| i i domain walls (0  n
strong


n

dw

). We assume that the chain subsystem starts from a
strong bond and that L is a multiple of 4, as is the case
in Fig. 1. We expect that ferromagnetic domain-walls on
strong bonds will be less likely than on weak bonds and
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rower and move closer to the critical point with growing
system sizes used for the fit. We conclude that lline

1 = 0
in the full disordered phase.

In the ordered phase, the behavior is very di↵erent and
a logarithmic scaling correction emerges with lline

1 > 0.
Our results for the fitting window with the larger sizes
is lline

1 & 0.7 and lline

1 appear identical for both models
within the Néel phase. However, even though we per-
formed calculations in large systems of up to N = 4096
spins, the asymptotic value of lline

1 cannot be extrapo-
lated from our data.

Right at the critical point, curves for the estimated
lline

1 for di↵erent fit windows cross at a value which is 0
within error bars.

3. Vanishing constant term in the paramagnetic phase

In the quantum disordered phase and presumably also
at the critical point, the logarithmic term vanishes and
therefore the first subleading scaling term is bline

1 . To
best estimate its value, we force lline

1 = 0 by using the
functional form Eq. (7) in our fit. Fig. 7 shows the result
of this analysis, the pale lines correspond to the regime
J

2

> J
c

where the fit function does not represent the
data correctly (this is reflected also by strong finite size
e↵ects). We find exactly the same behavior for both mod-
els in the disordered phase with bline

1 = 0 for all J
2

< J
c

.

4. Universal constant term at the quantum phase transition

We furthermore find (see Fig. 7) that curves of b̃line

1
for di↵erent fit windows cross at the critical point, tak-
ing a non-trivial value b⇤,line

1 . The absence of finite size
e↵ects at the crossing point provides evidence that the
logarithmic correction actually vanishes at the critical
point. For the plaquettized model, we find b⇤,line,⇤

1 =
0.412(6); in the dimerized case we obtain a similar value

b⇤,line,|
1 = 0.41(1). This strongly suggests that b⇤,line

1 is
universal at the quantum critical point, and should be
identical for all models with a phase transition in the 3d
O(3) universality class.

To test this, we perform large-scale simulations of the
finite-temperature transition in the isotropic 3d S = 1/2
Heisenberg model on a cubic lattice with antiferromag-
netic interactions. This transition belongs to the 3d O(3)
universality class. We then computed the line SR entropy
Sline

1 using the same QMC technique9, but this time at
finite temperature, close to the critical point.

As a preliminary, we want first to extract the best es-
timate for the critical temperature T

c

. We have per-
formed additional simulations, up to N = 512000 sites,
studying the crossings of the spin sti↵ness (times lin-
ear system size), a standard method to locate critical
points18. These results are reported in Fig. 8 where we
show very precise QMC data for cubic systems, thus al-
lowing to estimate the critical point with a high accu-
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Figure 8. Spin sti↵ness multiplied by system size ⇢sL as a
function of temperature T for di↵erent linear system sizes L
in the 3d S = 1/2 antiferromagnetic Heisenberg model on the
simple cubic lattice. The inset shows our best estimate for
the crossing point T ⇤ of the spin sti↵ness for sizes L and 2L
as obtained from a cubic fit to our data including a bootstrap
analysis for the error bars (black points). The red line cor-
responds to T ⇤ calculated from our best fit of our data to a
universal function f(L, T ) = (1+c/L!)k(L1/⌫(T �Tc)+d/L�)
(cf. Ref. 15), including empirical scaling corrections. We ap-
proximated k by a third order polynomial. For the critical
temperature, we obtain Tc = 0.94408 ± 0.00002 using 104

bootstrap samples (1� errorbar indicated by the narrow rect-
angle).

racy to T
c

/J = 0.94408(2), which agrees with previous
estimate T

c

/J = 0.944175(75) from Ref. 19. While mea-
suring the spin sti↵ness within the SSE computation is
very standard18 and relatively fast, accessing S1 for a
single line in the cubic antiferromagnet requires much
longer simulation time. We have been able to reach sys-
tem sizes up to N = 483 for Sline,3d

1 for which the sub-
leading constant bline,3d

1 is shown in Fig. 9 in the vicinity
of T

c

. Despite the sizable error bars, we can nevertheless
observe a clear crossing for various fit windows, drifting
towards the actual critical point at T

c

/J = 0.94408(2)
where the subleading constant takes a numerical value
bline,3d,*

1 = 0.41(1). This value is in perfect agreement
with estimates for the two-dimensional quantum critical
points, thus reinforcing the evidence for the universality
of b*, line

1 = 0.41(1) for 3d O(3) critical points.

Away from criticality, we have also checked the scalings
of Sline,3d

1 in the low temperature ordered phase at T =
J/2 < T

c

(left inset of Fig. 9) and in the high temperature
disordered regime at T = 2J > T

c

(right inset of Fig. 9).
As expected, below T

c

, a subleading logarithmic term
emerges with lline,3d

1 = 0.8(3), and a purely linear scaling
is found above T

c

, with a vanishing constant bline,3d

1 =
0.003(9).
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Figure 6. (Color online) Logarithmic scaling term lline

1 of the
line SR entropy Sline

1 across the plaquettization (top) and
dimerization (bottom) transitions, as obtained from fits to
Eq. (6). We show fits over di↵erent system size windows. The
logarithmic term vanishes in the quantum disordered phase,
while in the ordered phase it assumes a nonzero, almost con-
stant value, which is similar for both models for a given fitting
size window.

correction lline,⇤
1 presumably vanishes in the disordered

phase, which will be verified in the next paragraph. Both
dimerized and plaquettized models display the same be-

havior, with aline,|
1 taking larger values due to suppressed

Néel order.
One can notice a qualitative change in the extensive

contribution to the Shannon entropy across the quan-
tum phase transition where a1 changes abruptly. More
precisely, its derivative with respect to J

2

displays a sin-
gularity at the critical point. We discuss in more detail
such features in Sec. IVD.

2. Subleading logarithmic term in the ordered phase

The first subleading scaling term is the logarithmic cor-
rection lline

1 as defined in Eq. (6). Fig. 6 represents results
of fits obtained from three sets of system size ranges. We
find that fits excluding the smallest system sizes gener-
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Figure 7. (Color online) Constant scaling term b̃line

1 of the
subsystem entropy Sline

1 across the plaquettization (top) and
dimerization (bottom) transitions, as obtained by a fit to
Eq. (7). This form is clearly not valid in the ordered phase
(J

2

> Jc), where a logarithmic scaling term of lline

1 > 0 is
found. Fit qualities drop to zero for J

2

> Jc and b̃line

1 is there-
fore shown in pale colors. In the disordered phase J

2

< Jc,
b̃line

1 = bline

1 is found to be 0 (bold). The lines cross at the
critical point at b⇤,line,⇤

1 = 0.412(6) (plaquettized model) and

b
⇤,line,|
1 = 0.41(1) (dimerized model).

ally correspond to higher fit qualities (quality factor Q
closer to 1) while on the other hand, error bars on lline

1
become larger as the number of data points included in
the fit decreases.

Nevertheless, results are stable with respect to di↵erent
fit windows: we observe a clear change in the estimated
lline

1 exactly at the transition point for both dimerized
and plaquettized models at the respective J

c

. Deep in
the quantum disordered phase, the logarithmic term lline

1
converges very well towards zero. Close to the critical
point for J

2

< J
c

, nontrivial finite size e↵ects show up in
pronounced oscillations preceding the jump to nonzero
lline

1 in the ordered phase. Similar to what is observed
in the constant term of the SR entropies of the one-
dimensional5 and two-dimensional9 quantum Ising model
close to its transition point, the oscillations become nar-
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Figure 6. (Color online) Logarithmic scaling term lline

1 of the
line SR entropy Sline

1 across the plaquettization (top) and
dimerization (bottom) transitions, as obtained from fits to
Eq. (6). We show fits over di↵erent system size windows. The
logarithmic term vanishes in the quantum disordered phase,
while in the ordered phase it assumes a nonzero, almost con-
stant value, which is similar for both models for a given fitting
size window.

correction lline,⇤
1 presumably vanishes in the disordered

phase, which will be verified in the next paragraph. Both
dimerized and plaquettized models display the same be-

havior, with aline,|
1 taking larger values due to suppressed

Néel order.
One can notice a qualitative change in the extensive

contribution to the Shannon entropy across the quan-
tum phase transition where a1 changes abruptly. More
precisely, its derivative with respect to J

2

displays a sin-
gularity at the critical point. We discuss in more detail
such features in Sec. IVD.

2. Subleading logarithmic term in the ordered phase

The first subleading scaling term is the logarithmic cor-
rection lline

1 as defined in Eq. (6). Fig. 6 represents results
of fits obtained from three sets of system size ranges. We
find that fits excluding the smallest system sizes gener-
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Figure 7. (Color online) Constant scaling term b̃line

1 of the
subsystem entropy Sline

1 across the plaquettization (top) and
dimerization (bottom) transitions, as obtained by a fit to
Eq. (7). This form is clearly not valid in the ordered phase
(J

2

> Jc), where a logarithmic scaling term of lline

1 > 0 is
found. Fit qualities drop to zero for J

2

> Jc and b̃line

1 is there-
fore shown in pale colors. In the disordered phase J

2

< Jc,
b̃line

1 = bline

1 is found to be 0 (bold). The lines cross at the
critical point at b⇤,line,⇤

1 = 0.412(6) (plaquettized model) and

b
⇤,line,|
1 = 0.41(1) (dimerized model).

ally correspond to higher fit qualities (quality factor Q
closer to 1) while on the other hand, error bars on lline

1
become larger as the number of data points included in
the fit decreases.

Nevertheless, results are stable with respect to di↵erent
fit windows: we observe a clear change in the estimated
lline

1 exactly at the transition point for both dimerized
and plaquettized models at the respective J

c

. Deep in
the quantum disordered phase, the logarithmic term lline

1
converges very well towards zero. Close to the critical
point for J

2

< J
c

, nontrivial finite size e↵ects show up in
pronounced oscillations preceding the jump to nonzero
lline

1 in the ordered phase. Similar to what is observed
in the constant term of the SR entropies of the one-
dimensional5 and two-dimensional9 quantum Ising model
close to its transition point, the oscillations become nar-

7

rower and move closer to the critical point with growing
system sizes used for the fit. We conclude that lline

1 = 0
in the full disordered phase.

In the ordered phase, the behavior is very di↵erent and
a logarithmic scaling correction emerges with lline

1 > 0.
Our results for the fitting window with the larger sizes
is lline

1 & 0.7 and lline

1 appear identical for both models
within the Néel phase. However, even though we per-
formed calculations in large systems of up to N = 4096
spins, the asymptotic value of lline

1 cannot be extrapo-
lated from our data.

Right at the critical point, curves for the estimated
lline

1 for di↵erent fit windows cross at a value which is 0
within error bars.

3. Vanishing constant term in the paramagnetic phase

In the quantum disordered phase and presumably also
at the critical point, the logarithmic term vanishes and
therefore the first subleading scaling term is bline

1 . To
best estimate its value, we force lline

1 = 0 by using the
functional form Eq. (7) in our fit. Fig. 7 shows the result
of this analysis, the pale lines correspond to the regime
J

2

> J
c

where the fit function does not represent the
data correctly (this is reflected also by strong finite size
e↵ects). We find exactly the same behavior for both mod-
els in the disordered phase with bline

1 = 0 for all J
2

< J
c

.

4. Universal constant term at the quantum phase transition

We furthermore find (see Fig. 7) that curves of b̃line

1
for di↵erent fit windows cross at the critical point, tak-
ing a non-trivial value b⇤,line

1 . The absence of finite size
e↵ects at the crossing point provides evidence that the
logarithmic correction actually vanishes at the critical
point. For the plaquettized model, we find b⇤,line,⇤

1 =
0.412(6); in the dimerized case we obtain a similar value

b⇤,line,|
1 = 0.41(1). This strongly suggests that b⇤,line

1 is
universal at the quantum critical point, and should be
identical for all models with a phase transition in the 3d
O(3) universality class.

To test this, we perform large-scale simulations of the
finite-temperature transition in the isotropic 3d S = 1/2
Heisenberg model on a cubic lattice with antiferromag-
netic interactions. This transition belongs to the 3d O(3)
universality class. We then computed the line SR entropy
Sline

1 using the same QMC technique9, but this time at
finite temperature, close to the critical point.

As a preliminary, we want first to extract the best es-
timate for the critical temperature T

c

. We have per-
formed additional simulations, up to N = 512000 sites,
studying the crossings of the spin sti↵ness (times lin-
ear system size), a standard method to locate critical
points18. These results are reported in Fig. 8 where we
show very precise QMC data for cubic systems, thus al-
lowing to estimate the critical point with a high accu-
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Figure 8. Spin sti↵ness multiplied by system size ⇢sL as a
function of temperature T for di↵erent linear system sizes L
in the 3d S = 1/2 antiferromagnetic Heisenberg model on the
simple cubic lattice. The inset shows our best estimate for
the crossing point T ⇤ of the spin sti↵ness for sizes L and 2L
as obtained from a cubic fit to our data including a bootstrap
analysis for the error bars (black points). The red line cor-
responds to T ⇤ calculated from our best fit of our data to a
universal function f(L, T ) = (1+c/L!)k(L1/⌫(T �Tc)+d/L�)
(cf. Ref. 15), including empirical scaling corrections. We ap-
proximated k by a third order polynomial. For the critical
temperature, we obtain Tc = 0.94408 ± 0.00002 using 104

bootstrap samples (1� errorbar indicated by the narrow rect-
angle).

racy to T
c

/J = 0.94408(2), which agrees with previous
estimate T

c

/J = 0.944175(75) from Ref. 19. While mea-
suring the spin sti↵ness within the SSE computation is
very standard18 and relatively fast, accessing S1 for a
single line in the cubic antiferromagnet requires much
longer simulation time. We have been able to reach sys-
tem sizes up to N = 483 for Sline,3d

1 for which the sub-
leading constant bline,3d

1 is shown in Fig. 9 in the vicinity
of T

c

. Despite the sizable error bars, we can nevertheless
observe a clear crossing for various fit windows, drifting
towards the actual critical point at T

c

/J = 0.94408(2)
where the subleading constant takes a numerical value
bline,3d,*

1 = 0.41(1). This value is in perfect agreement
with estimates for the two-dimensional quantum critical
points, thus reinforcing the evidence for the universality
of b*, line

1 = 0.41(1) for 3d O(3) critical points.

Away from criticality, we have also checked the scalings
of Sline,3d

1 in the low temperature ordered phase at T =
J/2 < T

c

(left inset of Fig. 9) and in the high temperature
disordered regime at T = 2J > T

c

(right inset of Fig. 9).
As expected, below T

c

, a subleading logarithmic term
emerges with lline,3d

1 = 0.8(3), and a purely linear scaling
is found above T

c

, with a vanishing constant bline,3d

1 =
0.003(9).
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finite-temperature transition in the isotropic 3d S = 1/2
Heisenberg model on a cubic lattice with antiferromag-
netic interactions. This transition belongs to the 3d O(3)
universality class. We then computed the line SR entropy
Sline

1 using the same QMC technique9, but this time at
finite temperature, close to the critical point.

As a preliminary, we want first to extract the best es-
timate for the critical temperature T
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. We have per-
formed additional simulations, up to N = 512000 sites,
studying the crossings of the spin sti↵ness (times lin-
ear system size), a standard method to locate critical
points18. These results are reported in Fig. 8 where we
show very precise QMC data for cubic systems, thus al-
lowing to estimate the critical point with a high accu-
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Figure 8. Spin sti↵ness multiplied by system size ⇢sL as a
function of temperature T for di↵erent linear system sizes L
in the 3d S = 1/2 antiferromagnetic Heisenberg model on the
simple cubic lattice. The inset shows our best estimate for
the crossing point T ⇤ of the spin sti↵ness for sizes L and 2L
as obtained from a cubic fit to our data including a bootstrap
analysis for the error bars (black points). The red line cor-
responds to T ⇤ calculated from our best fit of our data to a
universal function f(L, T ) = (1+c/L!)k(L1/⌫(T �Tc)+d/L�)
(cf. Ref. 15), including empirical scaling corrections. We ap-
proximated k by a third order polynomial. For the critical
temperature, we obtain Tc = 0.94408 ± 0.00002 using 104

bootstrap samples (1� errorbar indicated by the narrow rect-
angle).
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/J = 0.94408(2), which agrees with previous
estimate T
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/J = 0.944175(75) from Ref. 19. While mea-
suring the spin sti↵ness within the SSE computation is
very standard18 and relatively fast, accessing S1 for a
single line in the cubic antiferromagnet requires much
longer simulation time. We have been able to reach sys-
tem sizes up to N = 483 for Sline,3d

1 for which the sub-
leading constant bline,3d

1 is shown in Fig. 9 in the vicinity
of T

c

. Despite the sizable error bars, we can nevertheless
observe a clear crossing for various fit windows, drifting
towards the actual critical point at T

c

/J = 0.94408(2)
where the subleading constant takes a numerical value
bline,3d,*

1 = 0.41(1). This value is in perfect agreement
with estimates for the two-dimensional quantum critical
points, thus reinforcing the evidence for the universality
of b*, line

1 = 0.41(1) for 3d O(3) critical points.

Away from criticality, we have also checked the scalings
of Sline,3d

1 in the low temperature ordered phase at T =
J/2 < T

c

(left inset of Fig. 9) and in the high temperature
disordered regime at T = 2J > T

c

(right inset of Fig. 9).
As expected, below T

c

, a subleading logarithmic term
emerges with lline,3d

1 = 0.8(3), and a purely linear scaling
is found above T

c

, with a vanishing constant bline,3d

1 =
0.003(9).
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Figure 1. (Color online) Plaquettized (left) and dimerized
(right) lattices. The thick (red) lines correspond to strong
bonds with coupling J

1

and we refer to them as plaque-
ttes/dimers. The dotted bonds are the weak interplaque-
tte/interdimer couplings J

2

 J
1

. Periodic boundary con-
ditions are implicit.

II. MODELS AND METHODS OF ANALYSIS

The two models (dimerized and plaquettized Heisen-
berg models) that we study are defined with the same
Hamiltonian form:

H = J
1

X
plaquettes/

dimers

~S
i

· ~S
j

+ J
2

X
links

~S
i

· ~S
j

, (3)

with J
1

, J
2

� 0 and where the two terms correspond to
the summation over stronger bonds for columnar dimers
(plaquettes) and to the summation over the weaker links
between these entities (see Fig. 1). We only consider
g = J

2

/J
1

 1 here, with g = 1 yielding the homogeneous
Heisenberg antiferromagnet on the square lattice. The
two models have slightly di↵erent critical points at g

c

=
0.52370(1)18 for the columnar dimerized system and g

c

=
0.54854(6)17 for the plaquettized system. For g < g

c

both models display a disordered ground state separated
from excited states by a finite energy gap, whereas for
g > g

c

antiferromagnetic Néel long-range order occurs,
with a spontaneous breaking of the SU(2) symmetry. We
considered these two models as they are well-established
to harbor the same physical content (in particular the
quantum phase transitions at g

c

belong to the same 3d
O(3) universality class), yet with di↵erent microscopics:
this will allow us to discuss universality of the scaling of
SR entropies.

We study properties of the groundstates expanded in
the {Sz} basis and note that all results will be identi-
cal in any basis obtained by a global SU(2) transforma-
tion, by symmetry of the Hamiltonian. We use the index
⇤ (respectively |) to denote quantities for the plaquet-
tized (resp. dimerized) model. Considering the results of
Ref. 9, we will perform fits of the SR entropy S1 of the
full system to the following forms:

S1(N) = a1N + l1 ln N + b1 (4)

and

S1(N) = ã1N + b̃1. (5)

Equivalent forms for the line SR entropy Sline

1 (L) are:

Sline

1 (L) = aline

1 L + lline

1 ln L + bline

1 (6)

and

Sline

1 (L) = ãline

1 L + b̃line

1 . (7)

Note that in general, one also expects9 further size cor-
rections O

�
1

N

�
and O

�
1

L

�
.

The second functional forms Eqs. (5) and (7) are of
course included into the first forms Eqs. (4) and (6),
when the fitting parameters l1 or lline

1 are found to be
zero. However, given the finite values of N and L that we
can reach and the error bars inherent to QMC, the fits
to Eqs. (5) and (7) are better controlled (and errors on
estimated parameters smaller) by forcing l1 to be zero
for systems where no log term is present. Indeed, putting
a log term when not needed can result in an acceptable
fit where an artificial l1 > 0 compensates wrongly un-
derestimated a1 or b1. For systems where no log term
is present, we must have b̃1 ! b1 and ã1 ! a1 (re-
spectively bline ! bline

1 and ãline

1 ! aline

1 ) for large enough
sizes, but this scaling regime might be reached earlier
by using the second forms Eqs. (5), (7). Let us finally
mention the simple argument that if one is looking for
universal constants, then only l1 and lline

1 can be univer-
sal (but not b1, bline

1 ) in the first forms Eqs. (4) and(6):
this is seen by a redefinition of sample size N or L. With
the same reasoning, only b̃1, b̃line

1 can be universal for the
second forms Eqs. (5) and (7).

For all fits, we used a rigorous bootstrap analysis in
order to provide reliable error bars for fit parameters.
Note, however, that these error bars do not contain sys-
tematic e↵ects due to finite system sizes. These e↵ects
can nevertheless be estimated by comparison of fits over
di↵erent system size N or L ranges (“fit windows”, see
Ref. 9 for details). We also monitored the fit quality Q
(see Ref. 22) to ascertain the precision of our fits.

III. SHANNON-RÉNYI ENTROPIES

Throughout this section, we restrict our discussion and
analysis to the computationally most accessible SR en-
tropy, when q ! 1 for both the full system (S1) in
Sec. III A and the line subsystem (Sline

1 ) in Sec. III B.

A. SR entropy S1 of the full system

Figure 2 shows our QMC result for S⇤
1 of the pla-

quettized model in the range of accessible entropies (our
simulations are limited roughly to S1 . 20 as discussed
in appendix A), for di↵erent values of the parameter J

2

in the range [0, 1].
In the limit J

2

= 0 of isolated plaquettes, S⇤
1(N) can

be exactly (cf. appendix B) shown to be S⇤
1(N) = ln 3

4

N ,
i.e. a pure linear scaling with no logarithmic or constant
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bonds with coupling J

1

and we refer to them as plaque-
ttes/dimers. The dotted bonds are the weak interplaque-
tte/interdimer couplings J
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Figure 6. (Color online) Logarithmic scaling term lline

1 of the
line SR entropy Sline

1 across the plaquettization (top) and
dimerization (bottom) transitions, as obtained from fits to
Eq. (6). We show fits over di↵erent system size windows. The
logarithmic term vanishes in the quantum disordered phase,
while in the ordered phase it assumes a nonzero, almost con-
stant value, which is similar for both models for a given fitting
size window.

correction lline,⇤
1 presumably vanishes in the disordered

phase, which will be verified in the next paragraph. Both
dimerized and plaquettized models display the same be-

havior, with aline,|
1 taking larger values due to suppressed

Néel order.
One can notice a qualitative change in the extensive

contribution to the Shannon entropy across the quan-
tum phase transition where a1 changes abruptly. More
precisely, its derivative with respect to J

2

displays a sin-
gularity at the critical point. We discuss in more detail
such features in Sec. IVD.

2. Subleading logarithmic term in the ordered phase

The first subleading scaling term is the logarithmic cor-
rection lline

1 as defined in Eq. (6). Fig. 6 represents results
of fits obtained from three sets of system size ranges. We
find that fits excluding the smallest system sizes gener-
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Figure 7. (Color online) Constant scaling term b̃line

1 of the
subsystem entropy Sline

1 across the plaquettization (top) and
dimerization (bottom) transitions, as obtained by a fit to
Eq. (7). This form is clearly not valid in the ordered phase
(J

2

> Jc), where a logarithmic scaling term of lline

1 > 0 is
found. Fit qualities drop to zero for J

2

> Jc and b̃line

1 is there-
fore shown in pale colors. In the disordered phase J

2

< Jc,
b̃line

1 = bline

1 is found to be 0 (bold). The lines cross at the
critical point at b⇤,line,⇤

1 = 0.412(6) (plaquettized model) and

b
⇤,line,|
1 = 0.41(1) (dimerized model).

ally correspond to higher fit qualities (quality factor Q
closer to 1) while on the other hand, error bars on lline

1
become larger as the number of data points included in
the fit decreases.

Nevertheless, results are stable with respect to di↵erent
fit windows: we observe a clear change in the estimated
lline

1 exactly at the transition point for both dimerized
and plaquettized models at the respective J

c

. Deep in
the quantum disordered phase, the logarithmic term lline

1
converges very well towards zero. Close to the critical
point for J

2

< J
c

, nontrivial finite size e↵ects show up in
pronounced oscillations preceding the jump to nonzero
lline

1 in the ordered phase. Similar to what is observed
in the constant term of the SR entropies of the one-
dimensional5 and two-dimensional9 quantum Ising model
close to its transition point, the oscillations become nar-
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Hamiltonians” (see definition below). Accessing all the entries of the reduced density

matrix is notoriously hard using QMC for spin- or bosonic systems (even for systems

with no sign problem), as recently discussed by Chung and co-workers [58] who tried to

reconstruct the entanglement spectrum using QMC estimates of the trace of the first nth

powers of the reduced density matrix [67]. This task is extremely di�cult to achieve and

practically restricted to the very bottom of the entanglement spectrum. In this context,

the relevance of the low-lying part of the entanglement spectrum to understand the

actual physical properties of the full system has been questioned [65]. In particular, the

e↵ective inverse temperature �
e↵

which appears in the definition of the entanglement

Hamiltonian Ĥ
E

⇢̂
B

=
exp(��

e↵

Ĥ
E

)

Z
, (30)

where ⇢̂
B

= Tr
A

| 
0

ih 
0

| is the reduced density matrix of the subsystem B, is a relevant

quantity regarding the nature of the quantum state of matter. Note that in the above

definition, the energy scale of the entanglement Hamiltonian is set to J = 1 (i.e. the

e↵ective temperature T
e↵

= ��1

e↵

is given in units of J).

We want to address the question of the e↵ective Hamiltonian in a subsystem B

consisting of a one dimensional line of spins (as depicted in Fig. 6), not by computing

the spectrum of the reduced density matrix ⇢̂
B

(due to the di�culties mentioned above),

but by focusing on the PS of ⇢̂
B

in the {|i i} = {Sz} basis. The PS of B is defined using

the diagonal elements of the reduced density matrix

✏B

i

= � ln (hi|⇢̂
B

|ii) . (31)

= exp(−βeffHE)

If HE is the correct Entanglement Hamiltonian
and βeff the correct effective temperature, then

∀i, (i.e. 2Nnumbers!)εE
i = − ln

(
〈i| exp(−βeffĤE)|i〉

)
= εB

i
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confinement) in the Néel regime while the confinement is much weaker, and short-ranged,

in the gapped phase, with a deconfinement occurring above a finite distance controlled

by the finite correlation length of the disordered phase.

In the following we want to address the question of which e↵ective entanglement

Hamitonian correctly describes the entire PS, trying to satisfy Eq. 33, across the phase

diagram of the dimerized antiferromagnetic model Eq. 34. Our approach will consist in

trying to compare di↵erent possible entanglement Hamiltonians, which are motivated by

symmetry, perturbative arguments in the limit of small g, and also by the fact that they

should display antiferromagnetic ordering at the e↵ective temperature T
e↵

for g > g
c

.

4.1.3. Quantitative approach to compare two spectra: Rényi and Kullback-Leibler

divergences For a quantitative comparison between the PS {✏B

i

} of subsystem B and

{✏E

i

} of the e↵ective entanglement Hamiltonian, it is necessary to introduce a measure

of distance between two such PS. This question is also strongly relevant for the ES, for

which the method presented here is also directly applicable. The comparison of two

PS translates mathematically to the problem of comparing two (in this case discrete)

probability distributions P and Q. Rényi introduced the Rényi divergence of order q

I
q

(Q|P ) =
1

1 � q
ln

 
X

i

Qq

i

P q�1

i

!
, (35)

a quantity representing “the information of order q obtained if the distribution P is

replaced by the distribution Q”[74]. Clearly, I
q

(Q|P ) vanishes if the two distributions

are identical. As for the case of the Rényi entropies, the Rényi divergence reduces to

the classical result by Kullback and Leibler (KL)[75] in the limit of q ! 1:

I
1

(Q|P ) =
X

i

Q
i

ln
Q

i

P
i

. (36)

Let us emphasize the quantitative information brought by KL and Rényi

divergences which compare the two spectra state by state (including possible

multiplicities), which contrasts with the qualitative information gained by a visual

comparison of spectra. In the following analysis, we will display mostly results for

I
1

({✏B}|{✏E}) which allows to compare PS across their entire range, as opposed to I
q�1

which increases the weight in the low “pseudo-energy” part (corresponding to higher

probabilities). However, it is important to emphasize that we always check that the

analysis remains stable under variations of q.

For a reliable comparison of Rényi divergences for di↵erent model parameters and in

particular system sizes, we find that it is useful to consider the relative Rényi divergences

I
q

(Q|P )

S
q

(Q)
. (37)

This quantity denotes the relative information gain if the distribution P is replaced by

Q with respect to the information contained in Q.
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Example for a gapped phase
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4.2.3. Evolution of the entanglement Hamiltonian across the full gapped regime

In order to monitor the evolution of the e↵ective parameters of the entanglement

Hamiltonian for the entire disordered phase 0  J
2

< J
c

= 0.5237 we have scanned

the two-dimensional parameter space ⇠
E

— �
e↵

, where a very large number of PS have

been recorded using QMC simulations of the ⇠-model (Eq. 39) for L = 16 chains. Such

e↵ective PS are then compared to the actual {✏B}
J2 with L = 16 for various values of

J
2

, as displayed in Fig. 8 where color maps of the normalized KL divergences I
1

/S
1

are shown (here S
1

is the Shannon entropy of the line S
1

=
P

i

✏B

i

exp(�✏B

i

) in the

dimerized model). Before the calculation of the KL divergence, we use all translation

symmetries of the lattice in order to improve the quality of the spectra. A detailed

bootstrap analysis reveals that the error bars of relative KL divergences I
1

/S
1

are

typically smaller than 10�6 and can be neglected in this discussion. We clearly see

in Fig. 8 that a small area develops in the diagrams where I
1

/S
1

is extremely small,

with a relative KL divergence between two spectra as small as I
1

/S
1

= 0.001%. The

parameter region with minimal KL divergence where both PS {✏B}
J2 and {✏E}

⇠E ,�e↵
are

almost identical, slowly moves towards the upper right corner of the parameter space

when J
2

increases while at the same time, its size gradually shrinks to zero. For instance,

in the last panel (bottom right) of Fig. 8 for which the inter-dimer coupling is beyond

the critical point J
c

= 0.5237, the very bright region has disappeared (cf. isodivergence

lines) which signals that the ⇠-model is not anymore appropriate as an entanglement
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|Sz|
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✏ i

left: J
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a)

Figure 7. Comparison of participation spectra of the line subsystem for J
2

= 0.3 and
L = 16 with the e↵ective models. For each |Sz| sector, two spectra are displayed (the
left one corresponds to the line subsystem, the right to the e↵ective model). On the left
panel a), the e↵ective model is the nearest-neighbor only spin chain model (⇠E = 0) at
�

e↵

= 0.6. On the right panel b), it is the improved e↵ective model with ⇠E = 0.4 and
�

e↵

= 0.65. Errorbars are smaller than the linewidth and the di↵erent colors code for
the di↵erent multiplicities of the basis states.
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Figure 1. (Color online) Plaquettized (left) and dimerized
(right) lattices. The thick (red) lines correspond to strong
bonds with coupling J

1

and we refer to them as plaque-
ttes/dimers. The dotted bonds are the weak interplaque-
tte/interdimer couplings J

2

 J
1

. Periodic boundary con-
ditions are implicit.

II. MODELS AND METHODS OF ANALYSIS

The two models (dimerized and plaquettized Heisen-
berg models) that we study are defined with the same
Hamiltonian form:

H = J
1

X
plaquettes/

dimers

~S
i

· ~S
j

+ J
2

X
links

~S
i

· ~S
j

, (3)

with J
1

, J
2

� 0 and where the two terms correspond to
the summation over stronger bonds for columnar dimers
(plaquettes) and to the summation over the weaker links
between these entities (see Fig. 1). We only consider
g = J

2

/J
1

 1 here, with g = 1 yielding the homogeneous
Heisenberg antiferromagnet on the square lattice. The
two models have slightly di↵erent critical points at g

c

=
0.52370(1)18 for the columnar dimerized system and g

c

=
0.54854(6)17 for the plaquettized system. For g < g

c

both models display a disordered ground state separated
from excited states by a finite energy gap, whereas for
g > g

c

antiferromagnetic Néel long-range order occurs,
with a spontaneous breaking of the SU(2) symmetry. We
considered these two models as they are well-established
to harbor the same physical content (in particular the
quantum phase transitions at g

c

belong to the same 3d
O(3) universality class), yet with di↵erent microscopics:
this will allow us to discuss universality of the scaling of
SR entropies.

We study properties of the groundstates expanded in
the {Sz} basis and note that all results will be identi-
cal in any basis obtained by a global SU(2) transforma-
tion, by symmetry of the Hamiltonian. We use the index
⇤ (respectively |) to denote quantities for the plaquet-
tized (resp. dimerized) model. Considering the results of
Ref. 9, we will perform fits of the SR entropy S1 of the
full system to the following forms:

S1(N) = a1N + l1 ln N + b1 (4)

and

S1(N) = ã1N + b̃1. (5)

Equivalent forms for the line SR entropy Sline

1 (L) are:

Sline

1 (L) = aline

1 L + lline

1 ln L + bline

1 (6)

and

Sline

1 (L) = ãline

1 L + b̃line

1 . (7)

Note that in general, one also expects9 further size cor-
rections O

�
1

N

�
and O

�
1

L

�
.

The second functional forms Eqs. (5) and (7) are of
course included into the first forms Eqs. (4) and (6),
when the fitting parameters l1 or lline

1 are found to be
zero. However, given the finite values of N and L that we
can reach and the error bars inherent to QMC, the fits
to Eqs. (5) and (7) are better controlled (and errors on
estimated parameters smaller) by forcing l1 to be zero
for systems where no log term is present. Indeed, putting
a log term when not needed can result in an acceptable
fit where an artificial l1 > 0 compensates wrongly un-
derestimated a1 or b1. For systems where no log term
is present, we must have b̃1 ! b1 and ã1 ! a1 (re-
spectively bline ! bline

1 and ãline

1 ! aline

1 ) for large enough
sizes, but this scaling regime might be reached earlier
by using the second forms Eqs. (5), (7). Let us finally
mention the simple argument that if one is looking for
universal constants, then only l1 and lline

1 can be univer-
sal (but not b1, bline

1 ) in the first forms Eqs. (4) and(6):
this is seen by a redefinition of sample size N or L. With
the same reasoning, only b̃1, b̃line

1 can be universal for the
second forms Eqs. (5) and (7).

For all fits, we used a rigorous bootstrap analysis in
order to provide reliable error bars for fit parameters.
Note, however, that these error bars do not contain sys-
tematic e↵ects due to finite system sizes. These e↵ects
can nevertheless be estimated by comparison of fits over
di↵erent system size N or L ranges (“fit windows”, see
Ref. 9 for details). We also monitored the fit quality Q
(see Ref. 22) to ascertain the precision of our fits.

III. SHANNON-RÉNYI ENTROPIES

Throughout this section, we restrict our discussion and
analysis to the computationally most accessible SR en-
tropy, when q ! 1 for both the full system (S1) in
Sec. III A and the line subsystem (Sline

1 ) in Sec. III B.

A. SR entropy S1 of the full system

Figure 2 shows our QMC result for S⇤
1 of the pla-

quettized model in the range of accessible entropies (our
simulations are limited roughly to S1 . 20 as discussed
in appendix A), for di↵erent values of the parameter J

2

in the range [0, 1].
In the limit J

2

= 0 of isolated plaquettes, S⇤
1(N) can

be exactly (cf. appendix B) shown to be S⇤
1(N) = ln 3

4

N ,
i.e. a pure linear scaling with no logarithmic or constant

J2 = 0.3
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confinement) in the Néel regime while the confinement is much weaker, and short-ranged,

in the gapped phase, with a deconfinement occurring above a finite distance controlled

by the finite correlation length of the disordered phase.

In the following we want to address the question of which e↵ective entanglement

Hamitonian correctly describes the entire PS, trying to satisfy Eq. 33, across the phase

diagram of the dimerized antiferromagnetic model Eq. 34. Our approach will consist in

trying to compare di↵erent possible entanglement Hamiltonians, which are motivated by

symmetry, perturbative arguments in the limit of small g, and also by the fact that they

should display antiferromagnetic ordering at the e↵ective temperature T
e↵

for g > g
c

.

4.1.3. Quantitative approach to compare two spectra: Rényi and Kullback-Leibler

divergences For a quantitative comparison between the PS {✏B

i

} of subsystem B and

{✏E

i

} of the e↵ective entanglement Hamiltonian, it is necessary to introduce a measure

of distance between two such PS. This question is also strongly relevant for the ES, for

which the method presented here is also directly applicable. The comparison of two

PS translates mathematically to the problem of comparing two (in this case discrete)

probability distributions P and Q. Rényi introduced the Rényi divergence of order q

I
q

(Q|P ) =
1

1 � q
ln

 
X

i

Qq

i

P q�1

i

!
, (35)

a quantity representing “the information of order q obtained if the distribution P is

replaced by the distribution Q”[74]. Clearly, I
q

(Q|P ) vanishes if the two distributions

are identical. As for the case of the Rényi entropies, the Rényi divergence reduces to

the classical result by Kullback and Leibler (KL)[75] in the limit of q ! 1:

I
1

(Q|P ) =
X

i

Q
i

ln
Q

i

P
i

. (36)

Let us emphasize the quantitative information brought by KL and Rényi

divergences which compare the two spectra state by state (including possible

multiplicities), which contrasts with the qualitative information gained by a visual

comparison of spectra. In the following analysis, we will display mostly results for

I
1

({✏B}|{✏E}) which allows to compare PS across their entire range, as opposed to I
q�1

which increases the weight in the low “pseudo-energy” part (corresponding to higher

probabilities). However, it is important to emphasize that we always check that the

analysis remains stable under variations of q.

For a reliable comparison of Rényi divergences for di↵erent model parameters and in

particular system sizes, we find that it is useful to consider the relative Rényi divergences

I
q

(Q|P )

S
q

(Q)
. (37)

This quantity denotes the relative information gain if the distribution P is replaced by

Q with respect to the information contained in Q.
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4.1.3. Quantitative approach to compare two spectra: Rényi and Kullback-Leibler

divergences For a quantitative comparison between the PS {✏B

i

} of subsystem B and

{✏E

i

} of the e↵ective entanglement Hamiltonian, it is necessary to introduce a measure

of distance between two such PS. This question is also strongly relevant for the ES, for

which the method presented here is also directly applicable. The comparison of two

PS translates mathematically to the problem of comparing two (in this case discrete)

probability distributions P and Q. Rényi introduced the Rényi divergence of order q

I
q

(Q|P ) =
1

1 � q
ln

 
X

i

Qq

i

P q�1

i

!
, (35)

a quantity representing “the information of order q obtained if the distribution P is

replaced by the distribution Q”[74]. Clearly, I
q

(Q|P ) vanishes if the two distributions

are identical. As for the case of the Rényi entropies, the Rényi divergence reduces to

the classical result by Kullback and Leibler (KL)[75] in the limit of q ! 1:

I
1

(Q|P ) =
X

i

Q
i

ln
Q

i

P
i

. (36)

Let us emphasize the quantitative information brought by KL and Rényi

divergences which compare the two spectra state by state (including possible

multiplicities), which contrasts with the qualitative information gained by a visual

comparison of spectra. In the following analysis, we will display mostly results for

I
1

({✏B}|{✏E}) which allows to compare PS across their entire range, as opposed to I
q�1

which increases the weight in the low “pseudo-energy” part (corresponding to higher

probabilities). However, it is important to emphasize that we always check that the

analysis remains stable under variations of q.

For a reliable comparison of Rényi divergences for di↵erent model parameters and in

particular system sizes, we find that it is useful to consider the relative Rényi divergences

I
q

(Q|P )

S
q

(Q)
. (37)

This quantity denotes the relative information gain if the distribution P is replaced by

Q with respect to the information contained in Q.

Example for a gapped phase
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4.2.3. Evolution of the entanglement Hamiltonian across the full gapped regime

In order to monitor the evolution of the e↵ective parameters of the entanglement

Hamiltonian for the entire disordered phase 0  J
2

< J
c

= 0.5237 we have scanned

the two-dimensional parameter space ⇠
E

— �
e↵

, where a very large number of PS have

been recorded using QMC simulations of the ⇠-model (Eq. 39) for L = 16 chains. Such

e↵ective PS are then compared to the actual {✏B}
J2 with L = 16 for various values of

J
2

, as displayed in Fig. 8 where color maps of the normalized KL divergences I
1

/S
1

are shown (here S
1

is the Shannon entropy of the line S
1

=
P

i

✏B

i

exp(�✏B

i

) in the

dimerized model). Before the calculation of the KL divergence, we use all translation

symmetries of the lattice in order to improve the quality of the spectra. A detailed

bootstrap analysis reveals that the error bars of relative KL divergences I
1

/S
1

are

typically smaller than 10�6 and can be neglected in this discussion. We clearly see

in Fig. 8 that a small area develops in the diagrams where I
1

/S
1

is extremely small,

with a relative KL divergence between two spectra as small as I
1

/S
1

= 0.001%. The

parameter region with minimal KL divergence where both PS {✏B}
J2 and {✏E}

⇠E ,�e↵
are

almost identical, slowly moves towards the upper right corner of the parameter space

when J
2

increases while at the same time, its size gradually shrinks to zero. For instance,

in the last panel (bottom right) of Fig. 8 for which the inter-dimer coupling is beyond

the critical point J
c

= 0.5237, the very bright region has disappeared (cf. isodivergence

lines) which signals that the ⇠-model is not anymore appropriate as an entanglement
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✏ i
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Figure 7. Comparison of participation spectra of the line subsystem for J
2

= 0.3 and
L = 16 with the e↵ective models. For each |Sz| sector, two spectra are displayed (the
left one corresponds to the line subsystem, the right to the e↵ective model). On the left
panel a), the e↵ective model is the nearest-neighbor only spin chain model (⇠E = 0) at
�

e↵

= 0.6. On the right panel b), it is the improved e↵ective model with ⇠E = 0.4 and
�

e↵

= 0.65. Errorbars are smaller than the linewidth and the di↵erent colors code for
the di↵erent multiplicities of the basis states.
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, where a very large number of PS have

been recorded using QMC simulations of the ⇠-model (Eq. 39) for L = 16 chains. Such

e↵ective PS are then compared to the actual {✏B}
J2 with L = 16 for various values of
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symmetries of the lattice in order to improve the quality of the spectra. A detailed
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in the last panel (bottom right) of Fig. 8 for which the inter-dimer coupling is beyond

the critical point J
c

= 0.5237, the very bright region has disappeared (cf. isodivergence

lines) which signals that the ⇠-model is not anymore appropriate as an entanglement
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Figure 7. Comparison of participation spectra of the line subsystem for J
2

= 0.3 and
L = 16 with the e↵ective models. For each |Sz| sector, two spectra are displayed (the
left one corresponds to the line subsystem, the right to the e↵ective model). On the left
panel a), the e↵ective model is the nearest-neighbor only spin chain model (⇠E = 0) at
�

e↵

= 0.6. On the right panel b), it is the improved e↵ective model with ⇠E = 0.4 and
�

e↵

= 0.65. Errorbars are smaller than the linewidth and the di↵erent colors code for
the di↵erent multiplicities of the basis states.
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Figure 1. (Color online) Plaquettized (left) and dimerized
(right) lattices. The thick (red) lines correspond to strong
bonds with coupling J

1

and we refer to them as plaque-
ttes/dimers. The dotted bonds are the weak interplaque-
tte/interdimer couplings J

2

 J
1

. Periodic boundary con-
ditions are implicit.

II. MODELS AND METHODS OF ANALYSIS

The two models (dimerized and plaquettized Heisen-
berg models) that we study are defined with the same
Hamiltonian form:

H = J
1

X
plaquettes/

dimers

~S
i

· ~S
j

+ J
2

X
links

~S
i

· ~S
j

, (3)

with J
1

, J
2

� 0 and where the two terms correspond to
the summation over stronger bonds for columnar dimers
(plaquettes) and to the summation over the weaker links
between these entities (see Fig. 1). We only consider
g = J

2

/J
1

 1 here, with g = 1 yielding the homogeneous
Heisenberg antiferromagnet on the square lattice. The
two models have slightly di↵erent critical points at g

c

=
0.52370(1)18 for the columnar dimerized system and g

c

=
0.54854(6)17 for the plaquettized system. For g < g

c

both models display a disordered ground state separated
from excited states by a finite energy gap, whereas for
g > g

c

antiferromagnetic Néel long-range order occurs,
with a spontaneous breaking of the SU(2) symmetry. We
considered these two models as they are well-established
to harbor the same physical content (in particular the
quantum phase transitions at g

c

belong to the same 3d
O(3) universality class), yet with di↵erent microscopics:
this will allow us to discuss universality of the scaling of
SR entropies.

We study properties of the groundstates expanded in
the {Sz} basis and note that all results will be identi-
cal in any basis obtained by a global SU(2) transforma-
tion, by symmetry of the Hamiltonian. We use the index
⇤ (respectively |) to denote quantities for the plaquet-
tized (resp. dimerized) model. Considering the results of
Ref. 9, we will perform fits of the SR entropy S1 of the
full system to the following forms:

S1(N) = a1N + l1 ln N + b1 (4)

and

S1(N) = ã1N + b̃1. (5)

Equivalent forms for the line SR entropy Sline

1 (L) are:

Sline

1 (L) = aline

1 L + lline

1 ln L + bline

1 (6)

and

Sline

1 (L) = ãline

1 L + b̃line

1 . (7)

Note that in general, one also expects9 further size cor-
rections O

�
1

N

�
and O

�
1

L

�
.

The second functional forms Eqs. (5) and (7) are of
course included into the first forms Eqs. (4) and (6),
when the fitting parameters l1 or lline

1 are found to be
zero. However, given the finite values of N and L that we
can reach and the error bars inherent to QMC, the fits
to Eqs. (5) and (7) are better controlled (and errors on
estimated parameters smaller) by forcing l1 to be zero
for systems where no log term is present. Indeed, putting
a log term when not needed can result in an acceptable
fit where an artificial l1 > 0 compensates wrongly un-
derestimated a1 or b1. For systems where no log term
is present, we must have b̃1 ! b1 and ã1 ! a1 (re-
spectively bline ! bline

1 and ãline

1 ! aline

1 ) for large enough
sizes, but this scaling regime might be reached earlier
by using the second forms Eqs. (5), (7). Let us finally
mention the simple argument that if one is looking for
universal constants, then only l1 and lline

1 can be univer-
sal (but not b1, bline

1 ) in the first forms Eqs. (4) and(6):
this is seen by a redefinition of sample size N or L. With
the same reasoning, only b̃1, b̃line

1 can be universal for the
second forms Eqs. (5) and (7).

For all fits, we used a rigorous bootstrap analysis in
order to provide reliable error bars for fit parameters.
Note, however, that these error bars do not contain sys-
tematic e↵ects due to finite system sizes. These e↵ects
can nevertheless be estimated by comparison of fits over
di↵erent system size N or L ranges (“fit windows”, see
Ref. 9 for details). We also monitored the fit quality Q
(see Ref. 22) to ascertain the precision of our fits.

III. SHANNON-RÉNYI ENTROPIES

Throughout this section, we restrict our discussion and
analysis to the computationally most accessible SR en-
tropy, when q ! 1 for both the full system (S1) in
Sec. III A and the line subsystem (Sline

1 ) in Sec. III B.

A. SR entropy S1 of the full system

Figure 2 shows our QMC result for S⇤
1 of the pla-

quettized model in the range of accessible entropies (our
simulations are limited roughly to S1 . 20 as discussed
in appendix A), for di↵erent values of the parameter J

2

in the range [0, 1].
In the limit J

2

= 0 of isolated plaquettes, S⇤
1(N) can

be exactly (cf. appendix B) shown to be S⇤
1(N) = ln 3

4

N ,
i.e. a pure linear scaling with no logarithmic or constant
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For a reliable comparison of Rényi divergences for di↵erent model parameters and in

particular system sizes, we find that it is useful to consider the relative Rényi divergences

I
q

(Q|P )

S
q

(Q)
. (37)

This quantity denotes the relative information gain if the distribution P is replaced by

Q with respect to the information contained in Q.

4.2. E↵ective entanglement Hamiltonian for the gapped regime

We now study the PS of the line shaped subsystem B of the Hamiltonian given by

Eq. 34 in 2d and compare it to PS of 1d models which may be understood as e↵ective

entanglement Hamiltonians. All PS are obtained using the QMC technique introduced

in Ref. [6, 7].

4.2.1. Short-ranged models Deep in the gapped phase, J
2

/J
1

⌧ 1 one can apply

perturbation theory to extract the entanglement Hamiltonian H
E

defined on the 1d

subsystem B (Fig. 6), similarly to what was done in previous works [78, 79, 80, 81, 82, 83]

for 2-leg ladders [64]. At first order, the calculation for the 2d dimerized model is

identical to the ladder case [79], yielding the simple result (with fixed J
1

= 1):

H
E

=
X

i2B

~S
i

· ~S
i+1

, and T
e↵

=
1

2J
2

. (38)

This is simply a S = 1

2

Heisenberg chain problem at finite temperature T
e↵

which is

well known to harbor short-range correlations with a finite correlation length ⇠ 1/T
e↵

,

in perfect agreement with the bulk correlation length of the dimerized model which

grows linearly with J
2

, deep in the gapped regime. As in the ladder case, when J
2

increases (the bulk gap decreases) we expect non-negligible longer range interactions in

H
E

, as well as multi-spin processes [84] to arise from higher order perturbation theory.

Restricting our study to two-body e↵ects, we consider the following “⇠-model” as a

potential entanglement Hamiltonian:

H
E

(⇠) = �
X

i,j2B

i>j

(�1)r

ije
�

(r
ij

�1)

⇠

E

~S
i

· ~S
j

, (39)

where r
ij

is the minimal distance between sites i and j: r
ij

= min(|i � j|, L � |i � j|).
For ⇠

E

= 0, we simply consider the Heisenberg chain given by Eq. (38). The ⇠-model is

non-frustrated and belongs to the class of short-range models since it displays identical

low-energy physics and is described by the same field theory [85] as the nearest-neighbor

Heisenberg spin chain. Nevertheless, non-universal details are expected to depend on

⇠
E

, in particular the PS.

Short range 
Entanglement Hamiltonian

Good agreement 
but can be improved

LADDERS: Poilblanc et al. 2012-2012, Lauchli and Schliemann 
(2012), Chen and Fradkin (2013)...

How much two spectra are close ?
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4.2.2. First example in the gapped phase We first discuss the example of the dimerized

2d model at J
2

= 0.3 for which the PS is displayed in Fig. 7. For clarity, we display the

spectrum for each Sz sector for a line of L = 16 sites embedded in a 16 ⇥ 16 lattice.

Following the first order perturbation result Eq. 38 we have superimposed the e↵ective

PS {✏E} of a Heisenberg chain with �
e↵

= 2J
2

= 0.6 to the actual PS {✏B} of subsystem

B in panel (a) of Fig. 7. The visual comparison is correct, respecting the multiplicities

of the levels, but the agreement can be significantly improved if a finite range ⇠
E

> 0

is allowed using the ⇠-model Eq. 39. The right panel (b) of Fig. 7 shows the “best”

e↵ective PS (in the sense of giving rise to the smaller Rényi divergences I
q

), obtained

with ⇠
E

= 0.4 and �
e↵

= 0.65.

4.2.3. Evolution of the entanglement Hamiltonian across the full gapped regime

In order to monitor the evolution of the e↵ective parameters of the entanglement

Hamiltonian for the entire disordered phase 0  J
2

< J
c

= 0.5237 we have scanned

the two-dimensional parameter space ⇠
E

— �
e↵

, where a very large number of PS have

been recorded using QMC simulations of the ⇠-model (Eq. 39) for L = 16 chains. Such

e↵ective PS are then compared to the actual {✏B}
J2 with L = 16 for various values of

J
2

, as displayed in Fig. 8 where color maps of the normalized KL divergences I
1

/S
1

are shown (here S
1

is the Shannon entropy of the line S
1

=
P

i

✏B

i

exp(�✏B

i

) in the

dimerized model). Before the calculation of the KL divergence, we use all translation
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Figure 7. Comparison of participation spectra of the line subsystem for J
2

= 0.3 and
L = 16 with the e↵ective models. For each |Sz| sector, two spectra are displayed (the
left one corresponds to the line subsystem, the right to the e↵ective model). On the left
panel a), the e↵ective model is the nearest-neighbor only spin chain model (⇠E = 0) at
�

e↵

= 0.6. On the right panel b), it is the improved e↵ective model with ⇠E = 0.4 and
�

e↵

= 0.65. Errorbars are smaller than the linewidth and the di↵erent colors code for
the di↵erent multiplicities of the basis states.
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Figure 1. (Color online) Plaquettized (left) and dimerized
(right) lattices. The thick (red) lines correspond to strong
bonds with coupling J

1

and we refer to them as plaque-
ttes/dimers. The dotted bonds are the weak interplaque-
tte/interdimer couplings J

2

 J
1

. Periodic boundary con-
ditions are implicit.

II. MODELS AND METHODS OF ANALYSIS

The two models (dimerized and plaquettized Heisen-
berg models) that we study are defined with the same
Hamiltonian form:

H = J
1

X
plaquettes/

dimers

~S
i

· ~S
j

+ J
2

X
links

~S
i

· ~S
j

, (3)

with J
1

, J
2

� 0 and where the two terms correspond to
the summation over stronger bonds for columnar dimers
(plaquettes) and to the summation over the weaker links
between these entities (see Fig. 1). We only consider
g = J

2

/J
1

 1 here, with g = 1 yielding the homogeneous
Heisenberg antiferromagnet on the square lattice. The
two models have slightly di↵erent critical points at g

c

=
0.52370(1)18 for the columnar dimerized system and g

c

=
0.54854(6)17 for the plaquettized system. For g < g

c

both models display a disordered ground state separated
from excited states by a finite energy gap, whereas for
g > g

c

antiferromagnetic Néel long-range order occurs,
with a spontaneous breaking of the SU(2) symmetry. We
considered these two models as they are well-established
to harbor the same physical content (in particular the
quantum phase transitions at g

c

belong to the same 3d
O(3) universality class), yet with di↵erent microscopics:
this will allow us to discuss universality of the scaling of
SR entropies.

We study properties of the groundstates expanded in
the {Sz} basis and note that all results will be identi-
cal in any basis obtained by a global SU(2) transforma-
tion, by symmetry of the Hamiltonian. We use the index
⇤ (respectively |) to denote quantities for the plaquet-
tized (resp. dimerized) model. Considering the results of
Ref. 9, we will perform fits of the SR entropy S1 of the
full system to the following forms:

S1(N) = a1N + l1 ln N + b1 (4)

and

S1(N) = ã1N + b̃1. (5)

Equivalent forms for the line SR entropy Sline

1 (L) are:

Sline

1 (L) = aline

1 L + lline

1 ln L + bline

1 (6)

and

Sline

1 (L) = ãline

1 L + b̃line

1 . (7)

Note that in general, one also expects9 further size cor-
rections O

�
1

N

�
and O

�
1

L

�
.

The second functional forms Eqs. (5) and (7) are of
course included into the first forms Eqs. (4) and (6),
when the fitting parameters l1 or lline

1 are found to be
zero. However, given the finite values of N and L that we
can reach and the error bars inherent to QMC, the fits
to Eqs. (5) and (7) are better controlled (and errors on
estimated parameters smaller) by forcing l1 to be zero
for systems where no log term is present. Indeed, putting
a log term when not needed can result in an acceptable
fit where an artificial l1 > 0 compensates wrongly un-
derestimated a1 or b1. For systems where no log term
is present, we must have b̃1 ! b1 and ã1 ! a1 (re-
spectively bline ! bline

1 and ãline

1 ! aline

1 ) for large enough
sizes, but this scaling regime might be reached earlier
by using the second forms Eqs. (5), (7). Let us finally
mention the simple argument that if one is looking for
universal constants, then only l1 and lline

1 can be univer-
sal (but not b1, bline

1 ) in the first forms Eqs. (4) and(6):
this is seen by a redefinition of sample size N or L. With
the same reasoning, only b̃1, b̃line

1 can be universal for the
second forms Eqs. (5) and (7).

For all fits, we used a rigorous bootstrap analysis in
order to provide reliable error bars for fit parameters.
Note, however, that these error bars do not contain sys-
tematic e↵ects due to finite system sizes. These e↵ects
can nevertheless be estimated by comparison of fits over
di↵erent system size N or L ranges (“fit windows”, see
Ref. 9 for details). We also monitored the fit quality Q
(see Ref. 22) to ascertain the precision of our fits.

III. SHANNON-RÉNYI ENTROPIES

Throughout this section, we restrict our discussion and
analysis to the computationally most accessible SR en-
tropy, when q ! 1 for both the full system (S1) in
Sec. III A and the line subsystem (Sline

1 ) in Sec. III B.

A. SR entropy S1 of the full system

Figure 2 shows our QMC result for S⇤
1 of the pla-

quettized model in the range of accessible entropies (our
simulations are limited roughly to S1 . 20 as discussed
in appendix A), for di↵erent values of the parameter J

2

in the range [0, 1].
In the limit J

2

= 0 of isolated plaquettes, S⇤
1(N) can

be exactly (cf. appendix B) shown to be S⇤
1(N) = ln 3

4

N ,
i.e. a pure linear scaling with no logarithmic or constant
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4.2. E↵ective entanglement Hamiltonian for the gapped regime

We now study the PS of the line shaped subsystem B of the Hamiltonian given by

Eq. 34 in 2d and compare it to PS of 1d models which may be understood as e↵ective

entanglement Hamiltonians. All PS are obtained using the QMC technique introduced

in Ref. [6, 7].

4.2.1. Short-ranged models Deep in the gapped phase, J
2

/J
1

⌧ 1 one can apply

perturbation theory to extract the entanglement Hamiltonian H
E

defined on the 1d

subsystem B (Fig. 6), similarly to what was done in previous works [76, 77, 78, 79] for

2-leg ladders [63]. At first order, the calculation for the 2d dimerized model is identical

to the ladder case [77], yielding the simple result (with fixed J
1

= 1):

H
E

=
X

i2B

~S
i

· ~S
i+1

, and T
e↵

=
1

2J
2

. (38)

This is simply a S = 1

2

Heisenberg chain problem at finite temperature T
e↵

which is

well known to harbor short-range correlations with a finite correlation length ⇠ 1/T
e↵

,

in perfect agreement with the bulk correlation length of the dimerized model which

grows linearly with J
2

, deep in the gapped regime. As in the ladder case, when J
2

increases (the bulk gap decreases) we expect non-negligible longer range interactions in

H
E

, as well as multi-spin processes [80] to arise from higher order perturbation theory.

Restricting our study to two-body e↵ects, we consider the following “⇠-model” as a

potential entanglement Hamiltonian:

H
E

(⇠) = �
X

i,j2B
i>j

(�1)rije
�

(rij�1)

⇠E ~S
i

· ~S
j

, (39)

where r
ij

is the minimal distance between sites i and j: r
ij

= min(|i � j|, L � |i � j|).
For ⇠

E

= 0, we simply consider the Heisenberg chain given by Eq. (38). The ⇠-model is

non-frustrated and belongs to the class of short-range models since it displays identical

low-energy physics and is described by the same field theory [81] as the nearest-neighbor

Heisenberg spin chain. Nevertheless, non-universal details are expected to depend on

⇠
E

, in particular the PS.

4.2.2. First example in the gapped phase We first discuss the example of the dimerized

2d model at J
2

= 0.3 for which the PS is displayed in Fig. 7. For clarity, we display the

spectrum for each Sz sector for a line of L = 16 sites embedded in a 16 ⇥ 16 lattice.

Following the first order perturbation result Eq. 38 we have superimposed the e↵ective

PS {✏E} of a Heisenberg chain with �
e↵

= 2J
2

= 0.6 to the actual PS {✏B} of subsystem

B in panel (a) of Fig. 7. The visual comparison is correct, respecting the multiplicities

of the levels, but the agreement can be significantly improved if a finite range ⇠
E

> 0

is allowed using the ⇠-model Eq. 39. The right panel (b) of Fig. 7 shows the “best”

e↵ective PS (in the sense of giving rise to the smaller Rényi divergences I
q

), obtained

with ⇠
E

= 0.4 and �
e↵

= 0.65.

for spin ladders, see: J. I. Cirac, D. Poilblanc, N. Schuch, and F. Verstraete, PBR 2012
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symmetries of the lattice in order to improve the quality of the spectra. A detailed

bootstrap analysis reveals that the error bars of relative KL divergences I
1

/S
1

are

typically smaller than 10�6 and can be neglected in this discussion. We clearly see

in Fig. 8 that a small area develops in the diagrams where I
1

/S
1

is extremely small,

with a relative KL divergence between two spectra as small as I
1

/S
1

= 0.001%. The

parameter region with minimal KL divergence where both PS {✏B}
J2 and {✏E}

⇠

E

,�e↵
are

almost identical, slowly moves towards the upper right corner of the parameter space

when J
2

increases while at the same time, its size gradually shrinks to zero. For instance,

in the last panel (bottom right) of Fig. 8 for which the inter-dimer coupling is beyond

the critical point J
c

= 0.5237, the very bright region has disappeared (cf. isodivergence

lines) which signals that the ⇠-model is not anymore appropriate as an entanglement

Hamiltonian.

The fact that ⇠
E

and �
e↵

both increase with J
2

can be qualitatively understood

as follows. When J
2

increases in the dimerized system, antiferromagnetic correlations

build up over an increasing range and in the same time, the finite energy gap decreases.

We therefore expect the coupling range in H
E

to increase (⇠
E

grows) and the e↵ective

temperature 1/�
e↵

to decrease when J
2

increases. More quantitatively, the first order

perturbative result (Eq. 38) gives �
e↵

= 2J
2

, as nicely checked in Fig. 13(b) where the

Figure 8. Relative KL divergence I
1

/S
1

of the line shaped subsystem spectrum and
the e↵ective short range Hamiltonian (⇠-model) for di↵erent inverse temperatures �

e↵

and ranges ⇠E of the interaction. Here L = 16. As J
2

approaches the phase transition,
the range of the e↵ective interaction and the inverse e↵ective temperature both slowly
increase.

Néel J2/J1
Gapped

3

a) subsystem Bsubsystem B

J
1

J
2

b)

J
1

J
2

subsystem Bsubsystem B

Figure 1. (Color online) Plaquettized (left) and dimerized
(right) lattices. The thick (red) lines correspond to strong
bonds with coupling J

1

and we refer to them as plaque-
ttes/dimers. The dotted bonds are the weak interplaque-
tte/interdimer couplings J

2

 J
1

. Periodic boundary con-
ditions are implicit.

II. MODELS AND METHODS OF ANALYSIS

The two models (dimerized and plaquettized Heisen-
berg models) that we study are defined with the same
Hamiltonian form:

H = J
1

X
plaquettes/

dimers

~S
i

· ~S
j

+ J
2

X
links

~S
i

· ~S
j

, (3)

with J
1

, J
2

� 0 and where the two terms correspond to
the summation over stronger bonds for columnar dimers
(plaquettes) and to the summation over the weaker links
between these entities (see Fig. 1). We only consider
g = J

2

/J
1

 1 here, with g = 1 yielding the homogeneous
Heisenberg antiferromagnet on the square lattice. The
two models have slightly di↵erent critical points at g

c

=
0.52370(1)18 for the columnar dimerized system and g

c

=
0.54854(6)17 for the plaquettized system. For g < g

c

both models display a disordered ground state separated
from excited states by a finite energy gap, whereas for
g > g

c

antiferromagnetic Néel long-range order occurs,
with a spontaneous breaking of the SU(2) symmetry. We
considered these two models as they are well-established
to harbor the same physical content (in particular the
quantum phase transitions at g

c

belong to the same 3d
O(3) universality class), yet with di↵erent microscopics:
this will allow us to discuss universality of the scaling of
SR entropies.

We study properties of the groundstates expanded in
the {Sz} basis and note that all results will be identi-
cal in any basis obtained by a global SU(2) transforma-
tion, by symmetry of the Hamiltonian. We use the index
⇤ (respectively |) to denote quantities for the plaquet-
tized (resp. dimerized) model. Considering the results of
Ref. 9, we will perform fits of the SR entropy S1 of the
full system to the following forms:

S1(N) = a1N + l1 ln N + b1 (4)

and

S1(N) = ã1N + b̃1. (5)

Equivalent forms for the line SR entropy Sline

1 (L) are:

Sline

1 (L) = aline

1 L + lline

1 ln L + bline

1 (6)

and

Sline

1 (L) = ãline

1 L + b̃line

1 . (7)

Note that in general, one also expects9 further size cor-
rections O

�
1

N

�
and O

�
1

L

�
.

The second functional forms Eqs. (5) and (7) are of
course included into the first forms Eqs. (4) and (6),
when the fitting parameters l1 or lline

1 are found to be
zero. However, given the finite values of N and L that we
can reach and the error bars inherent to QMC, the fits
to Eqs. (5) and (7) are better controlled (and errors on
estimated parameters smaller) by forcing l1 to be zero
for systems where no log term is present. Indeed, putting
a log term when not needed can result in an acceptable
fit where an artificial l1 > 0 compensates wrongly un-
derestimated a1 or b1. For systems where no log term
is present, we must have b̃1 ! b1 and ã1 ! a1 (re-
spectively bline ! bline

1 and ãline

1 ! aline

1 ) for large enough
sizes, but this scaling regime might be reached earlier
by using the second forms Eqs. (5), (7). Let us finally
mention the simple argument that if one is looking for
universal constants, then only l1 and lline

1 can be univer-
sal (but not b1, bline

1 ) in the first forms Eqs. (4) and(6):
this is seen by a redefinition of sample size N or L. With
the same reasoning, only b̃1, b̃line

1 can be universal for the
second forms Eqs. (5) and (7).

For all fits, we used a rigorous bootstrap analysis in
order to provide reliable error bars for fit parameters.
Note, however, that these error bars do not contain sys-
tematic e↵ects due to finite system sizes. These e↵ects
can nevertheless be estimated by comparison of fits over
di↵erent system size N or L ranges (“fit windows”, see
Ref. 9 for details). We also monitored the fit quality Q
(see Ref. 22) to ascertain the precision of our fits.

III. SHANNON-RÉNYI ENTROPIES

Throughout this section, we restrict our discussion and
analysis to the computationally most accessible SR en-
tropy, when q ! 1 for both the full system (S1) in
Sec. III A and the line subsystem (Sline

1 ) in Sec. III B.

A. SR entropy S1 of the full system

Figure 2 shows our QMC result for S⇤
1 of the pla-

quettized model in the range of accessible entropies (our
simulations are limited roughly to S1 . 20 as discussed
in appendix A), for di↵erent values of the parameter J

2

in the range [0, 1].
In the limit J

2

= 0 of isolated plaquettes, S⇤
1(N) can

be exactly (cf. appendix B) shown to be S⇤
1(N) = ln 3

4

N ,
i.e. a pure linear scaling with no logarithmic or constant

Across the gapped regime
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4.2. E↵ective entanglement Hamiltonian for the gapped regime

We now study the PS of the line shaped subsystem B of the Hamiltonian given by

Eq. 34 in 2d and compare it to PS of 1d models which may be understood as e↵ective

entanglement Hamiltonians. All PS are obtained using the QMC technique introduced

in Ref. [6, 7].

4.2.1. Short-ranged models Deep in the gapped phase, J
2

/J
1

⌧ 1 one can apply

perturbation theory to extract the entanglement Hamiltonian H
E

defined on the 1d

subsystem B (Fig. 6), similarly to what was done in previous works [76, 77, 78, 79] for

2-leg ladders [63]. At first order, the calculation for the 2d dimerized model is identical

to the ladder case [77], yielding the simple result (with fixed J
1

= 1):

H
E

=
X

i2B

~S
i

· ~S
i+1

, and T
e↵

=
1

2J
2

. (38)

This is simply a S = 1

2

Heisenberg chain problem at finite temperature T
e↵

which is

well known to harbor short-range correlations with a finite correlation length ⇠ 1/T
e↵

,

in perfect agreement with the bulk correlation length of the dimerized model which

grows linearly with J
2

, deep in the gapped regime. As in the ladder case, when J
2

increases (the bulk gap decreases) we expect non-negligible longer range interactions in

H
E

, as well as multi-spin processes [80] to arise from higher order perturbation theory.

Restricting our study to two-body e↵ects, we consider the following “⇠-model” as a

potential entanglement Hamiltonian:

H
E

(⇠) = �
X

i,j2B
i>j

(�1)rije
�

(rij�1)

⇠E ~S
i

· ~S
j

, (39)

where r
ij

is the minimal distance between sites i and j: r
ij

= min(|i � j|, L � |i � j|).
For ⇠

E

= 0, we simply consider the Heisenberg chain given by Eq. (38). The ⇠-model is

non-frustrated and belongs to the class of short-range models since it displays identical

low-energy physics and is described by the same field theory [81] as the nearest-neighbor

Heisenberg spin chain. Nevertheless, non-universal details are expected to depend on

⇠
E

, in particular the PS.

4.2.2. First example in the gapped phase We first discuss the example of the dimerized

2d model at J
2

= 0.3 for which the PS is displayed in Fig. 7. For clarity, we display the

spectrum for each Sz sector for a line of L = 16 sites embedded in a 16 ⇥ 16 lattice.

Following the first order perturbation result Eq. 38 we have superimposed the e↵ective

PS {✏E} of a Heisenberg chain with �
e↵

= 2J
2

= 0.6 to the actual PS {✏B} of subsystem

B in panel (a) of Fig. 7. The visual comparison is correct, respecting the multiplicities

of the levels, but the agreement can be significantly improved if a finite range ⇠
E

> 0

is allowed using the ⇠-model Eq. 39. The right panel (b) of Fig. 7 shows the “best”

e↵ective PS (in the sense of giving rise to the smaller Rényi divergences I
q

), obtained

with ⇠
E

= 0.4 and �
e↵

= 0.65.



Effective parameters in the gapped regime

Perturbative expansion J2<<1 [Lauchli-Schlieman 2012]

HE = !Si · !Si+1+ ∝ (−1)r(J2)r !Si · !Si+1+r + multi − spin terms
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optimal e↵ective inverse temperature is plotted against J
2

. Interestingly, we see that the

first order perturbative result gives a very good description in the full gapped regime,

and remarkably, the e↵ective temperature remains finite when J
c

is approached. We

will return to this in Sec. 4.3.3.

The exponential form of the interactions in the ⇠-model Eq. 39 can be simply

understood following Ref. [79]. Indeed, couplings at distance r > 1 are generated at

r-th order in perturbation theory, and are proportional to (J
2

)r = exp(�r| ln J
2

|) if

J
2

⌧ 1. Therefore, in the small J
2

limit we expect the following behavior for the

entanglement length

⇠
E

/ � 1

ln J
2

. (40)

This has to be contrasted with the “true” correlation length ⇠
corr

of the gapped model

which in the small J
2

limit grows linearly. In Fig. 9, both the entanglement ⇠
E

and

the correlation length ⇠
corr

(measured using a second moment method [86]) are plotted

vs. J
2

in the gapped regime. At small J
2

, ⇠
corr

shows a linear behavior and ⇠
E

is well

described by the above expression ⇠ | ln J
2

|�1, not only at small J
2

but also quite close

to the critical regime. On the other hand, when the critical point is approached, ⇠
corr

clearly diverges much faster than ⇠
E

which remains of order 1. The inset of Fig. 9

shows the mutual dependence of these two correlation lengths, suggesting a possible log

dependence of ⇠
E

on ⇠
corr

at large J
2

. With the lattice sizes at hand, it is however hard

to provide an estimate of how ⇠
E

will behave when reaching the quantum critical point.

Nevertheless we expect ⇠
E

to diverge at the critical point where spin correlations are

algebraic, as indeed a 1d system at finite temperature requires long-range interactions

to display power-law correlations.
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Figure 9. Evolution of both entanglement ⇠E (from L = 16 simulations) and
correlation ⇠

corr

lengths (see text for definitions) against the inter-dimer coupling J
2

.
The inset shows using the same data the dependence of ⇠E versus ⇠

corr

.
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4.2. E↵ective entanglement Hamiltonian for the gapped regime

We now study the PS of the line shaped subsystem B of the Hamiltonian given by

Eq. 34 in 2d and compare it to PS of 1d models which may be understood as e↵ective

entanglement Hamiltonians. All PS are obtained using the QMC technique introduced

in Ref. [6, 7].

4.2.1. Short-ranged models Deep in the gapped phase, J
2

/J
1

⌧ 1 one can apply

perturbation theory to extract the entanglement Hamiltonian H
E

defined on the 1d

subsystem B (Fig. 6), similarly to what was done in previous works [76, 77, 78, 79] for

2-leg ladders [63]. At first order, the calculation for the 2d dimerized model is identical

to the ladder case [77], yielding the simple result (with fixed J
1

= 1):

H
E

=
X

i2B

~S
i

· ~S
i+1

, and T
e↵

=
1

2J
2

. (38)

This is simply a S = 1

2

Heisenberg chain problem at finite temperature T
e↵

which is

well known to harbor short-range correlations with a finite correlation length ⇠ 1/T
e↵

,

in perfect agreement with the bulk correlation length of the dimerized model which

grows linearly with J
2

, deep in the gapped regime. As in the ladder case, when J
2

increases (the bulk gap decreases) we expect non-negligible longer range interactions in

H
E

, as well as multi-spin processes [80] to arise from higher order perturbation theory.

Restricting our study to two-body e↵ects, we consider the following “⇠-model” as a

potential entanglement Hamiltonian:

H
E

(⇠) = �
X

i,j2B
i>j

(�1)rije
�

(rij�1)

⇠E ~S
i

· ~S
j

, (39)

where r
ij

is the minimal distance between sites i and j: r
ij

= min(|i � j|, L � |i � j|).
For ⇠

E

= 0, we simply consider the Heisenberg chain given by Eq. (38). The ⇠-model is

non-frustrated and belongs to the class of short-range models since it displays identical

low-energy physics and is described by the same field theory [81] as the nearest-neighbor

Heisenberg spin chain. Nevertheless, non-universal details are expected to depend on

⇠
E

, in particular the PS.

4.2.2. First example in the gapped phase We first discuss the example of the dimerized

2d model at J
2

= 0.3 for which the PS is displayed in Fig. 7. For clarity, we display the

spectrum for each Sz sector for a line of L = 16 sites embedded in a 16 ⇥ 16 lattice.

Following the first order perturbation result Eq. 38 we have superimposed the e↵ective

PS {✏E} of a Heisenberg chain with �
e↵

= 2J
2

= 0.6 to the actual PS {✏B} of subsystem

B in panel (a) of Fig. 7. The visual comparison is correct, respecting the multiplicities

of the levels, but the agreement can be significantly improved if a finite range ⇠
E

> 0

is allowed using the ⇠-model Eq. 39. The right panel (b) of Fig. 7 shows the “best”

e↵ective PS (in the sense of giving rise to the smaller Rényi divergences I
q

), obtained

with ⇠
E

= 0.4 and �
e↵

= 0.65.

Effective temperature
βeff = 2J2 +

1
2
J2

2 + · · ·
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optimal e↵ective inverse temperature is plotted against J
2

. Interestingly, we see that the

first order perturbative result gives a very good description in the full gapped regime,

and remarkably, the e↵ective temperature remains finite when J
c

is approached. We

will return to this in Sec. 4.3.3.

The exponential form of the interactions in the ⇠-model Eq. 39 can be simply

understood following Ref. [79]. Indeed, couplings at distance r > 1 are generated at

r-th order in perturbation theory, and are proportional to (J
2

)r = exp(�r| ln J
2

|) if

J
2

⌧ 1. Therefore, in the small J
2

limit we expect the following behavior for the

entanglement length

⇠
E

/ � 1

ln J
2

. (40)

This has to be contrasted with the “true” correlation length ⇠
corr

of the gapped model

which in the small J
2

limit grows linearly. In Fig. 9, both the entanglement ⇠
E

and

the correlation length ⇠
corr

(measured using a second moment method [86]) are plotted

vs. J
2

in the gapped regime. At small J
2

, ⇠
corr

shows a linear behavior and ⇠
E

is well

described by the above expression ⇠ | ln J
2

|�1, not only at small J
2

but also quite close

to the critical regime. On the other hand, when the critical point is approached, ⇠
corr

clearly diverges much faster than ⇠
E

which remains of order 1. The inset of Fig. 9

shows the mutual dependence of these two correlation lengths, suggesting a possible log

dependence of ⇠
E

on ⇠
corr

at large J
2

. With the lattice sizes at hand, it is however hard

to provide an estimate of how ⇠
E

will behave when reaching the quantum critical point.

Nevertheless we expect ⇠
E

to diverge at the critical point where spin correlations are

algebraic, as indeed a 1d system at finite temperature requires long-range interactions

to display power-law correlations.
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4.3. Entanglement Hamiltonian in the Néel ordered phase

In the Néel phase, the situation is more complex. Indeed, the e↵ective 1d model for

subsystem B has to break SU(2) symmetry at an e↵ective temperature T
e↵

. Therefore

H
E

has necessarily to be long-ranged such that, as emphasized in Refs. [87, 88], the

low-energy part of the entanglement spectrum for continuous symmetry broken phases

displays a tower of state (TOS) structure [89].

4.3.1. ↵-model The simplest Hamiltonian which exhibits such a TOS structure is the

Lieb-Mattis model [41]. More generally, we will focus on the following non-frustrated

power-law decaying spin chain Hamiltonian

H
E

(↵) =
X

i2B

X

j2B

(�1)r

ij

r↵

ij

~S
i

· ~S
j

, (41)

which we denote as the ↵-model. This Hamiltonian, intensively studied in Refs. [90, 91,

92], displays a rich phase diagram, with a (zero temperature) quantum phase transition

at ↵
c

' 2.2 [91] between a Néel ordered phase for ↵ < ↵
c

and a QLRO phase for ↵ > ↵
c

.

Note that for ↵ = 0 the Lieb-Mattis model is recovered (the Lieb-Mattis model is usually

defined with a prefactor 1/L to ensure energy extensivity, see below).
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Figure 10. Comparison of participation spectra of the line subsystem for J
2

= 1 and
L = 16 with various e↵ective models. Errorbars are smaller than the linewidth and the
di↵erent colors show the di↵erent multiplicities of the basis states. Right: comparison
with the Lieb-Mattis model at �

e↵

= 0.4. Left: Double comparison with (i) the ↵-
model (right ↵ = 1.65, �

e↵

= 1.47) and (ii) the ⇤-model (left ⇤ = 1.28, �
e↵

= 1.42).

As previously done (above in Fig. 7) for the gapped regime, we now compare the

entire PS for the ordered phase at the isotropic point J
2

= 1 with PS of various e↵ective

entanglement Hamiltonians. First, in the right panel of Fig. 10 we clearly see that the
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Figure 1. (Color online) Plaquettized (left) and dimerized
(right) lattices. The thick (red) lines correspond to strong
bonds with coupling J

1

and we refer to them as plaque-
ttes/dimers. The dotted bonds are the weak interplaque-
tte/interdimer couplings J

2

 J
1

. Periodic boundary con-
ditions are implicit.

II. MODELS AND METHODS OF ANALYSIS

The two models (dimerized and plaquettized Heisen-
berg models) that we study are defined with the same
Hamiltonian form:

H = J
1

X
plaquettes/

dimers

~S
i

· ~S
j

+ J
2

X
links

~S
i

· ~S
j

, (3)

with J
1

, J
2

� 0 and where the two terms correspond to
the summation over stronger bonds for columnar dimers
(plaquettes) and to the summation over the weaker links
between these entities (see Fig. 1). We only consider
g = J

2

/J
1

 1 here, with g = 1 yielding the homogeneous
Heisenberg antiferromagnet on the square lattice. The
two models have slightly di↵erent critical points at g

c

=
0.52370(1)18 for the columnar dimerized system and g

c

=
0.54854(6)17 for the plaquettized system. For g < g

c

both models display a disordered ground state separated
from excited states by a finite energy gap, whereas for
g > g

c

antiferromagnetic Néel long-range order occurs,
with a spontaneous breaking of the SU(2) symmetry. We
considered these two models as they are well-established
to harbor the same physical content (in particular the
quantum phase transitions at g

c

belong to the same 3d
O(3) universality class), yet with di↵erent microscopics:
this will allow us to discuss universality of the scaling of
SR entropies.

We study properties of the groundstates expanded in
the {Sz} basis and note that all results will be identi-
cal in any basis obtained by a global SU(2) transforma-
tion, by symmetry of the Hamiltonian. We use the index
⇤ (respectively |) to denote quantities for the plaquet-
tized (resp. dimerized) model. Considering the results of
Ref. 9, we will perform fits of the SR entropy S1 of the
full system to the following forms:

S1(N) = a1N + l1 ln N + b1 (4)

and

S1(N) = ã1N + b̃1. (5)

Equivalent forms for the line SR entropy Sline

1 (L) are:

Sline

1 (L) = aline

1 L + lline

1 ln L + bline

1 (6)

and

Sline

1 (L) = ãline

1 L + b̃line

1 . (7)

Note that in general, one also expects9 further size cor-
rections O

�
1

N

�
and O

�
1

L

�
.

The second functional forms Eqs. (5) and (7) are of
course included into the first forms Eqs. (4) and (6),
when the fitting parameters l1 or lline

1 are found to be
zero. However, given the finite values of N and L that we
can reach and the error bars inherent to QMC, the fits
to Eqs. (5) and (7) are better controlled (and errors on
estimated parameters smaller) by forcing l1 to be zero
for systems where no log term is present. Indeed, putting
a log term when not needed can result in an acceptable
fit where an artificial l1 > 0 compensates wrongly un-
derestimated a1 or b1. For systems where no log term
is present, we must have b̃1 ! b1 and ã1 ! a1 (re-
spectively bline ! bline

1 and ãline

1 ! aline

1 ) for large enough
sizes, but this scaling regime might be reached earlier
by using the second forms Eqs. (5), (7). Let us finally
mention the simple argument that if one is looking for
universal constants, then only l1 and lline

1 can be univer-
sal (but not b1, bline

1 ) in the first forms Eqs. (4) and(6):
this is seen by a redefinition of sample size N or L. With
the same reasoning, only b̃1, b̃line

1 can be universal for the
second forms Eqs. (5) and (7).

For all fits, we used a rigorous bootstrap analysis in
order to provide reliable error bars for fit parameters.
Note, however, that these error bars do not contain sys-
tematic e↵ects due to finite system sizes. These e↵ects
can nevertheless be estimated by comparison of fits over
di↵erent system size N or L ranges (“fit windows”, see
Ref. 9 for details). We also monitored the fit quality Q
(see Ref. 22) to ascertain the precision of our fits.

III. SHANNON-RÉNYI ENTROPIES

Throughout this section, we restrict our discussion and
analysis to the computationally most accessible SR en-
tropy, when q ! 1 for both the full system (S1) in
Sec. III A and the line subsystem (Sline

1 ) in Sec. III B.

A. SR entropy S1 of the full system

Figure 2 shows our QMC result for S⇤
1 of the pla-

quettized model in the range of accessible entropies (our
simulations are limited roughly to S1 . 20 as discussed
in appendix A), for di↵erent values of the parameter J

2

in the range [0, 1].
In the limit J

2

= 0 of isolated plaquettes, S⇤
1(N) can

be exactly (cf. appendix B) shown to be S⇤
1(N) = ln 3

4

N ,
i.e. a pure linear scaling with no logarithmic or constant

For our 1D subsystem, HE is 1D and must display LRO at 
finite T because the entanglement entropy has a volume law
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4.3. Entanglement Hamiltonian in the Néel ordered phase

In the Néel phase, the situation is more complex. Indeed, the e↵ective 1d model for

subsystem B has to break SU(2) symmetry at an e↵ective temperature T
e↵

. Therefore

H
E

has necessarily to be long-ranged such that, as emphasized in Refs. [87, 88], the

low-energy part of the entanglement spectrum for continuous symmetry broken phases

displays a tower of state (TOS) structure [89].

4.3.1. ↵-model The simplest Hamiltonian which exhibits such a TOS structure is the

Lieb-Mattis model [41]. More generally, we will focus on the following non-frustrated

power-law decaying spin chain Hamiltonian

H
E

(↵) =
X

i2B

X

j2B

(�1)r

ij

r↵

ij

~S
i

· ~S
j

, (41)

which we denote as the ↵-model. This Hamiltonian, intensively studied in Refs. [90, 91,

92], displays a rich phase diagram, with a (zero temperature) quantum phase transition

at ↵
c

' 2.2 [91] between a Néel ordered phase for ↵ < ↵
c

and a QLRO phase for ↵ > ↵
c

.

Note that for ↵ = 0 the Lieb-Mattis model is recovered (the Lieb-Mattis model is usually

defined with a prefactor 1/L to ensure energy extensivity, see below).
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Figure 10. Comparison of participation spectra of the line subsystem for J
2

= 1 and
L = 16 with various e↵ective models. Errorbars are smaller than the linewidth and the
di↵erent colors show the di↵erent multiplicities of the basis states. Right: comparison
with the Lieb-Mattis model at �

e↵

= 0.4. Left: Double comparison with (i) the ↵-
model (right ↵ = 1.65, �

e↵

= 1.47) and (ii) the ⇤-model (left ⇤ = 1.28, �
e↵

= 1.42).

As previously done (above in Fig. 7) for the gapped regime, we now compare the

entire PS for the ordered phase at the isotropic point J
2

= 1 with PS of various e↵ective

entanglement Hamiltonians. First, in the right panel of Fig. 10 we clearly see that the

−

E. Yusuf, A. Joshi and K. Yang, Phys. Rev. B 69, 144412 (2004)
NL, I. Affleck and M. Berciu, J. Stat. Mech. (2005) P12001
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4.2.3. Evolution of the entanglement Hamiltonian across the full gapped regime

In order to monitor the evolution of the e↵ective parameters of the entanglement

Hamiltonian for the entire disordered phase 0  J
2

< J
c

= 0.5237 we have scanned

the two-dimensional parameter space ⇠
E

— �
e↵

, where a very large number of PS have

been recorded using QMC simulations of the ⇠-model (Eq. 39) for L = 16 chains. Such

e↵ective PS are then compared to the actual {✏B}
J2 with L = 16 for various values of

J
2

, as displayed in Fig. 8 where color maps of the normalized KL divergences I
1

/S
1

are shown (here S
1

is the Shannon entropy of the line S
1

=
P

i

✏B

i

exp(�✏B

i

) in the

dimerized model). Before the calculation of the KL divergence, we use all translation

symmetries of the lattice in order to improve the quality of the spectra. A detailed

bootstrap analysis reveals that the error bars of relative KL divergences I
1

/S
1

are

typically smaller than 10�6 and can be neglected in this discussion. We clearly see

in Fig. 8 that a small area develops in the diagrams where I
1

/S
1

is extremely small,

with a relative KL divergence between two spectra as small as I
1

/S
1

= 0.001%. The

parameter region with minimal KL divergence where both PS {✏B}
J2 and {✏E}

⇠E ,�e↵
are

almost identical, slowly moves towards the upper right corner of the parameter space

when J
2

increases while at the same time, its size gradually shrinks to zero. For instance,

in the last panel (bottom right) of Fig. 8 for which the inter-dimer coupling is beyond

the critical point J
c

= 0.5237, the very bright region has disappeared (cf. isodivergence

lines) which signals that the ⇠-model is not anymore appropriate as an entanglement

2 4 8 16 32 64

multiplicity

Figure 7. Comparison of participation spectra of the line subsystem for J
2

= 0.3 and
L = 16 with the e↵ective models. For each |Sz| sector, two spectra are displayed (the
left one corresponds to the line subsystem, the right to the e↵ective model). On the left
panel a), the e↵ective model is the nearest-neighbor only spin chain model (⇠E = 0) at
�

e↵

= 0.6. On the right panel b), it is the improved e↵ective model with ⇠E = 0.4 and
�

e↵

= 0.65. Errorbars are smaller than the linewidth and the di↵erent colors code for
the di↵erent multiplicities of the basis states.
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Figure 1. (Color online) Plaquettized (left) and dimerized
(right) lattices. The thick (red) lines correspond to strong
bonds with coupling J

1

and we refer to them as plaque-
ttes/dimers. The dotted bonds are the weak interplaque-
tte/interdimer couplings J

2

 J
1

. Periodic boundary con-
ditions are implicit.

II. MODELS AND METHODS OF ANALYSIS

The two models (dimerized and plaquettized Heisen-
berg models) that we study are defined with the same
Hamiltonian form:

H = J
1

X
plaquettes/

dimers

~S
i

· ~S
j

+ J
2

X
links

~S
i

· ~S
j

, (3)

with J
1

, J
2

� 0 and where the two terms correspond to
the summation over stronger bonds for columnar dimers
(plaquettes) and to the summation over the weaker links
between these entities (see Fig. 1). We only consider
g = J

2

/J
1

 1 here, with g = 1 yielding the homogeneous
Heisenberg antiferromagnet on the square lattice. The
two models have slightly di↵erent critical points at g

c

=
0.52370(1)18 for the columnar dimerized system and g

c

=
0.54854(6)17 for the plaquettized system. For g < g

c

both models display a disordered ground state separated
from excited states by a finite energy gap, whereas for
g > g

c

antiferromagnetic Néel long-range order occurs,
with a spontaneous breaking of the SU(2) symmetry. We
considered these two models as they are well-established
to harbor the same physical content (in particular the
quantum phase transitions at g

c

belong to the same 3d
O(3) universality class), yet with di↵erent microscopics:
this will allow us to discuss universality of the scaling of
SR entropies.

We study properties of the groundstates expanded in
the {Sz} basis and note that all results will be identi-
cal in any basis obtained by a global SU(2) transforma-
tion, by symmetry of the Hamiltonian. We use the index
⇤ (respectively |) to denote quantities for the plaquet-
tized (resp. dimerized) model. Considering the results of
Ref. 9, we will perform fits of the SR entropy S1 of the
full system to the following forms:

S1(N) = a1N + l1 ln N + b1 (4)

and

S1(N) = ã1N + b̃1. (5)

Equivalent forms for the line SR entropy Sline

1 (L) are:

Sline

1 (L) = aline

1 L + lline

1 ln L + bline

1 (6)

and

Sline

1 (L) = ãline

1 L + b̃line

1 . (7)

Note that in general, one also expects9 further size cor-
rections O

�
1

N

�
and O

�
1

L

�
.

The second functional forms Eqs. (5) and (7) are of
course included into the first forms Eqs. (4) and (6),
when the fitting parameters l1 or lline

1 are found to be
zero. However, given the finite values of N and L that we
can reach and the error bars inherent to QMC, the fits
to Eqs. (5) and (7) are better controlled (and errors on
estimated parameters smaller) by forcing l1 to be zero
for systems where no log term is present. Indeed, putting
a log term when not needed can result in an acceptable
fit where an artificial l1 > 0 compensates wrongly un-
derestimated a1 or b1. For systems where no log term
is present, we must have b̃1 ! b1 and ã1 ! a1 (re-
spectively bline ! bline

1 and ãline

1 ! aline

1 ) for large enough
sizes, but this scaling regime might be reached earlier
by using the second forms Eqs. (5), (7). Let us finally
mention the simple argument that if one is looking for
universal constants, then only l1 and lline

1 can be univer-
sal (but not b1, bline

1 ) in the first forms Eqs. (4) and(6):
this is seen by a redefinition of sample size N or L. With
the same reasoning, only b̃1, b̃line

1 can be universal for the
second forms Eqs. (5) and (7).

For all fits, we used a rigorous bootstrap analysis in
order to provide reliable error bars for fit parameters.
Note, however, that these error bars do not contain sys-
tematic e↵ects due to finite system sizes. These e↵ects
can nevertheless be estimated by comparison of fits over
di↵erent system size N or L ranges (“fit windows”, see
Ref. 9 for details). We also monitored the fit quality Q
(see Ref. 22) to ascertain the precision of our fits.

III. SHANNON-RÉNYI ENTROPIES

Throughout this section, we restrict our discussion and
analysis to the computationally most accessible SR en-
tropy, when q ! 1 for both the full system (S1) in
Sec. III A and the line subsystem (Sline

1 ) in Sec. III B.

A. SR entropy S1 of the full system

Figure 2 shows our QMC result for S⇤
1 of the pla-

quettized model in the range of accessible entropies (our
simulations are limited roughly to S1 . 20 as discussed
in appendix A), for di↵erent values of the parameter J

2

in the range [0, 1].
In the limit J

2

= 0 of isolated plaquettes, S⇤
1(N) can

be exactly (cf. appendix B) shown to be S⇤
1(N) = ln 3

4

N ,
i.e. a pure linear scaling with no logarithmic or constant

Very Good agreement but can be improved
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Figure 11. Relative KL divergence I
1

/S
1

of the line shaped subsystem spectrum
and the e↵ective long-range Hamiltonian (↵-model) for di↵erent inverse temperatures
�

e↵

and ranges ↵ of the interaction. Here L = 16. In the Néel phase, the optimal
inverse temperature decreases with J

2

while the optimal ↵ remains ⇠ 1.6. When one
has crossed the phase transition (bottom right panel with J

2

= 0.5), the minimum of
the range of the interaction ↵ has abruptly changed to ⇠ 2.

SW spectrum. Another argument comes from the fact that spin correlations fall as 1/r

as a function of distance in the ground-state of the ↵� model Eq. 41 (see Ref. [91]) when

↵ = 3, the same dependence as in the 2d Heisenberg model on top of the long-range

order.

In order to repair this inconsistency, we introduce another model (the so-

called ⇤-model), expected to be closer to the true entanglement Hamiltonian in the

antiferromagnetic phase.

4.3.2. ⇤-model The Hamiltonian for the ⇤-model is given by:

H
E

(⇤) =
X

i,j2B

i>j

(�1)r

ij

✓
⇤

L
+

1

r3

ij

◆
~S

i

· ~S
j

, (42)

where the ⇤ term is constant for all r
ij

, and the 1/L normalisation is necessary to

preserve the extensivity. Such a Lieb-Mattis term does not sustain SW whereas the

power-law component ⇠ 1/r3 is expected to bring !
sw

⇠ k SW excitations and 1/r

decaying spin correlation functions. Again, searching for the best couple of parameters

(⇤, �
e↵

), we show in the left column of the packets in Fig. 10 (a) that with ⇤ = 1.28
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4.3. Entanglement Hamiltonian in the Néel ordered phase

In the Néel phase, the situation is more complex. Indeed, the e↵ective 1d model for

subsystem B has to break SU(2) symmetry at an e↵ective temperature T
e↵

. Therefore

H
E

has necessarily to be long-ranged such that, as emphasized in Refs. [87, 88], the

low-energy part of the entanglement spectrum for continuous symmetry broken phases

displays a tower of state (TOS) structure [89].

4.3.1. ↵-model The simplest Hamiltonian which exhibits such a TOS structure is the

Lieb-Mattis model [41]. More generally, we will focus on the following non-frustrated

power-law decaying spin chain Hamiltonian

H
E

(↵) =
X

i2B

X

j2B

(�1)r

ij

r↵

ij

~S
i

· ~S
j

, (41)

which we denote as the ↵-model. This Hamiltonian, intensively studied in Refs. [90, 91,

92], displays a rich phase diagram, with a (zero temperature) quantum phase transition

at ↵
c

' 2.2 [91] between a Néel ordered phase for ↵ < ↵
c

and a QLRO phase for ↵ > ↵
c

.

Note that for ↵ = 0 the Lieb-Mattis model is recovered (the Lieb-Mattis model is usually

defined with a prefactor 1/L to ensure energy extensivity, see below).
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Figure 10. Comparison of participation spectra of the line subsystem for J
2

= 1 and
L = 16 with various e↵ective models. Errorbars are smaller than the linewidth and the
di↵erent colors show the di↵erent multiplicities of the basis states. Right: comparison
with the Lieb-Mattis model at �

e↵

= 0.4. Left: Double comparison with (i) the ↵-
model (right ↵ = 1.65, �

e↵

= 1.47) and (ii) the ⇤-model (left ⇤ = 1.28, �
e↵

= 1.42).

As previously done (above in Fig. 7) for the gapped regime, we now compare the

entire PS for the ordered phase at the isotropic point J
2

= 1 with PS of various e↵ective

entanglement Hamiltonians. First, in the right panel of Fig. 10 we clearly see that the

−
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4.3. Entanglement Hamiltonian in the Néel ordered phase

In the Néel phase, the situation is more complex. Indeed, the e↵ective 1d model for

subsystem B has to break SU(2) symmetry at an e↵ective temperature T
e↵

. Therefore

H
E

has necessarily to be long-ranged such that, as emphasized in Refs. [87, 88], the

low-energy part of the entanglement spectrum for continuous symmetry broken phases

displays a tower of state (TOS) structure [89].

4.3.1. ↵-model The simplest Hamiltonian which exhibits such a TOS structure is the

Lieb-Mattis model [41]. More generally, we will focus on the following non-frustrated

power-law decaying spin chain Hamiltonian

H
E

(↵) =
X

i2B

X

j2B

(�1)r

ij

r↵

ij

~S
i

· ~S
j

, (41)

which we denote as the ↵-model. This Hamiltonian, intensively studied in Refs. [90, 91,

92], displays a rich phase diagram, with a (zero temperature) quantum phase transition

at ↵
c

' 2.2 [91] between a Néel ordered phase for ↵ < ↵
c

and a QLRO phase for ↵ > ↵
c

.

Note that for ↵ = 0 the Lieb-Mattis model is recovered (the Lieb-Mattis model is usually

defined with a prefactor 1/L to ensure energy extensivity, see below).
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Figure 10. Comparison of participation spectra of the line subsystem for J
2

= 1 and
L = 16 with various e↵ective models. Errorbars are smaller than the linewidth and the
di↵erent colors show the di↵erent multiplicities of the basis states. Right: comparison
with the Lieb-Mattis model at �

e↵

= 0.4. Left: Double comparison with (i) the ↵-
model (right ↵ = 1.65, �

e↵

= 1.47) and (ii) the ⇤-model (left ⇤ = 1.28, �
e↵

= 1.42).

As previously done (above in Fig. 7) for the gapped regime, we now compare the

entire PS for the ordered phase at the isotropic point J
2

= 1 with PS of various e↵ective

entanglement Hamiltonians. First, in the right panel of Fig. 10 we clearly see that the
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Figure 11. Relative KL divergence I
1

/S
1

of the line shaped subsystem spectrum
and the e↵ective long-range Hamiltonian (↵-model) for di↵erent inverse temperatures
�

e↵

and ranges ↵ of the interaction. Here L = 16. In the Néel phase, the optimal
inverse temperature decreases with J

2

while the optimal ↵ remains ⇠ 1.6. When one
has crossed the phase transition (bottom right panel with J

2

= 0.5), the minimum of
the range of the interaction ↵ has abruptly changed to ⇠ 2.

SW spectrum. Another argument comes from the fact that spin correlations fall as 1/r

as a function of distance in the ground-state of the ↵� model Eq. 41 (see Ref. [91]) when

↵ = 3, the same dependence as in the 2d Heisenberg model on top of the long-range

order.

In order to repair this inconsistency, we introduce another model (the so-

called ⇤-model), expected to be closer to the true entanglement Hamiltonian in the

antiferromagnetic phase.

4.3.2. ⇤-model The Hamiltonian for the ⇤-model is given by:

H
E

(⇤) =
X

i,j2B

i>j

(�1)r

ij

✓
⇤

L
+

1

r3

ij

◆
~S

i

· ~S
j

, (42)

where the ⇤ term is constant for all r
ij

, and the 1/L normalisation is necessary to

preserve the extensivity. Such a Lieb-Mattis term does not sustain SW whereas the

power-law component ⇠ 1/r3 is expected to bring !
sw

⇠ k SW excitations and 1/r

decaying spin correlation functions. Again, searching for the best couple of parameters

(⇤, �
e↵

), we show in the left column of the packets in Fig. 10 (a) that with ⇤ = 1.28
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FIG. 2: (a) ES in the superfluid phase (DMRG data at U = 2
for size L/4 = W ). (b) The same ES as in (a) but after subtract-
ing the contribution of the envelope. (c) Spacing � (defined in text
and Fig. 3) plotted versus 1/W ; various U . Dotted lines are fits to
A/W + B/W 2. (d) � as function of U . Dotted lines are fits to
� ⇠

p
U (expected for U!0).

tight-binding form, with hopping amplitudes Ar decaying ex-
ponentially with distance r [8, 9]. This can be generalized to
each group of states on the ES envelope: the envelope states in
sector �NA are described by a boundary entanglement Hamil-
tonian HE for �NA particles. Expressions for HE can be ob-
tained perturbatively [9]. Up to lowest subleading order, HE

is of nearest neighbor tight-binding form (on a chain). As the
Mott-superfluid transition is approached, HE becomes more
and more long range [8, 9], similar to the correlation length
which diverges upon approaching the phase transition.

The ES in the superfluid phase — In the superfluid phase
(U . 16.739 [10]) the ES looks dramatically different
(Fig. 2). There is a clearer separation between a low-lying
“envelope” and the rest of the ES, but the envelope now has
quadratic dependence on �NA, and there is only a single enve-
lope level at each �NA. These features are due to the fact that
the underlying superfluid state has spontaneous breaking of
U(1) symmetry in the thermodynamic limit. We can explain
some of these features through a correspondence with the
tower of states spectrum [7], which is the physical low-energy
spectrum obtained when a system with spontaneously broken
continuous symmetry is placed in a finite volume. Since the
finite-size ES is plotted against quantum numbers whose con-
servation is spontaneously broken only in the thermodynamic
limit, it is naturally related to the TOS spectrum. For the lower
part of the ES, HE ⇠ HT /TE , where HT is the TOS Hamilto-
nian, TE is an effective temperature given by TE = vs/L with
vs the velocity of the gapless excitations (for the Bose Hub-
bard this is the sound velocity), and L ⇡ W is the linear size
of the system [6]. The form of TE reflects the finite size be-
havior of the sound-wave gap. For the Bose-Hubbard the TOS
Hamiltonian is HT ⇠ (� ˆN)

2/(�V ) where ˆN is the total par-
ticle number operator and � ⌘ dn/dµ is the compressibility.
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FIG. 3: (top) Restructuring of ES across the Mott-superfluid tran-
sition (DMRG data for W = 8 = L/4, equal bipartitions). The
arrows explain the definitions of the quantities � and �. (bottom) �
and � plotted versus U for several values of the boundary length W .
The vertical line denotes the critical value Uc.

This suggests that HE ⇠ W
vs�VA

(�NA)
2 ⇠ (�NA)

2/(vs�W ).
We characterize this scenario through the quantities �

(“TOS gap”) and � (“envelope curvature”), defined pictorially
in Fig. 3. Formally, � ⌘ ⇠k=0

�⇠
0

and � ⌘ ⇠k=2⇡/W �⇠k=0

,
with ⇠k=0

, ⇠k=2⇡/W in the lowest ES multiplet at �NA = 1,
while ⇠

0

is the lowest ES level. In the thermodynamic limit
HE ⇠ O(1/W ), then � ⇠ O(1/W ). Furthermore, in the
limit U ! 0 at fixed W , using ��1 ⇠ U and vs ⇠

p
U

one obtains � ⇠
p
U . Finally, assuming that the lowest ex-

citations above the ES envelope are sound-wave like one can
write HE ⇠ [HT +Hsw]/TE where Hsw describes the sound
wave excitations. Since TE ⇠ 1/W this suggests that the gap
� remains finite in the thermodynamic limit, although loga-
rithmic decay cannot be ruled out [11].

Numerical data in Figs. 2 and 3 show a finite gap � for all
W and a quadratic behavior of the ES envelope, supporting
the tower of states picture. Figs. 2 (c) and 2 (d) show good
agreement with the predictions � ⇠ 1/W and � ⇠

p
U .

In Fig. 2 (b) and 3 we notice also that the gap � hardly
changes with W (although a ⇠ 1/ logW type of decay can-
not be ruled out.) Surprisingly, � is also constant as a function
of �NA. We also note that, above the gap, the ES levels pos-
sess further band-like structures with a band of W levels of
width comparable to �, slightly but distinctly separated from
higher levels. Field theory arguments involving the dynamics
of sound waves indicate similar structures [11].

At the U = 0 point, the ES can be calculated exactly [9,
12]. There is a single ES level for each �NA, i.e., only the
envelope survives and the rest of the ES is pushed to infinity.
The wavefunction for U = 0 is an exact Bose condensate;
the highly symmetric situation is similar to the ferromagnetic
case [13].

The Mott-superfluid transition — Across the phase tran-
sition (Uc ⇡ 16.739 [10]), � and � show “dual” behaviors
(Fig. 3 bottom). In the Mott insulating phase, � ⇠ 1/W 2

(from (2) one has W 2

� ⇠ ⇡2/6), while in the superfluid �

converges to a possibly nonzero value or vanishes only loga-

Entanglement spectrum displays «tower of states» 
structure + spin-wave like spectrum E(k) ~ k 2

in Ref. [14], using the lowest order spin-wave (SW) approximation, expected to be valid for large enough S and small
enough α. There it was shown that the SW dispersion relation takes the sublinear form, at low k:

ω(k) ∝ |k|(α−1)/2, (5)

for α < 3. Consequently the quantum 1/S reduction of the order parameter:

∆mq ∝
∫

dk

ω(k)
, (6)

is finite for any α < 3. By requiring that ∆mq < S, a consistency condition on the SW approximation, it is concluded
that LRO occurs for any S at sufficiently small α. (However, such an estimate is presumably only reliable for S " 1.)
After correcting a numerical error in Ref. [14], the SW prediction for the S = 1/2, λ = 1 case is existence of Néel
order at T = 0 for α < αsw

c = 2.46.
In this work, we extend the results of Yusuf et al. in several ways, focusing on the zero temperature behavior of

the non frustrating spin 1/2 Hamiltonian (4) with long range interaction of adjustable strength λ and exponent α.
In Sec. II, we consider the relevance of the long range term as a perturbation to the nearest neighbor interaction,
using a simple heuristic argument of mean-field type as well as the power-counting of the scaling dimension of the
perturbation. For λ # 1, we find that the long range perturbation is marginal if α = 2 and relevant (irrelevant)
for α < 2 (α > 2). We then investigate the α- and λ-dependence of the critical behavior using various techniques.
We begin, in Sec. III, with semi-classical calculations: the SW expansion and a large-N approximation based on the
non-linear σ model. Both approximations give qualitatively similar phase boundaries, and sublinear dispersion like
in Eq. (5) in the ordered phase. Some of the critical exponents can also be estimated within these approximations.
However, the results obtained in the SW or large-N approximations are not quantitatively correct. We therefore use
large scale numerical simulations to investigate more precisely the phase diagram of this model in Secs. IV and V.
We study systems of up to L = 4000 sites using quantum Monte Carlo (QMC) methods, based on a stochastic series
expansion (SSE) of the partition function [17, 18]. We verify that for S = 1/2, there are indeed stable phases with
both QLRO given by Eq. (3) and with true Néel LRO [Eq. (2)]. We accurately determine the phase boundary, as
well as some of the critical exponents which are found to vary continuously along the critical line. In Sec. VI, we also
apply analytic renormalization group (RG) methods to investigate the case λ # 1. Sec. VII contains conclusions. In
two appendices we gives further details on the spin-wave theory and large-N calculations.

II. RELEVANCE OF THE PERTURBATION: MEAN FIELD AND SCALING ARGUMENTS

Let us consider a short range spin 1/2 chain with an additional long range perturbation of the form

∑

r,r′

J(r, r′)%Sr · %Sr′ , (7)

with

J(r, r′) = −
(−1)|r−r′|

|r − r′|α
. (8)

Following an argument given by Cardy [19] for the relevance of a long range perturbation, we can in first approximation
look at the mean field correction to the free energy coming from this long range term (7):

δF =
∑

r,r′

J(r, r′)〈%Sr · %Sr′〉, (9)

where 〈...〉 is evaluated in the unperturbed system where we know the behavior of the correlation function

〈%Sr · %Sr′〉 ∼
(−1)|r−r′|

|r − r′|z+η−1
. (10)

In a finite system of length L, the change in the free energy per site δf thus scales like

δf ∼
∫ L

1

dr

rα+z+η−1
. (11)
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4.3. Entanglement Hamiltonian in the Néel ordered phase

In the Néel phase, the situation is more complex. Indeed, the e↵ective 1d model for

subsystem B has to break SU(2) symmetry at an e↵ective temperature T
e↵

. Therefore

H
E

has necessarily to be long-ranged such that, as emphasized in Refs. [87, 88], the

low-energy part of the entanglement spectrum for continuous symmetry broken phases

displays a tower of state (TOS) structure [89].

4.3.1. ↵-model The simplest Hamiltonian which exhibits such a TOS structure is the

Lieb-Mattis model [41]. More generally, we will focus on the following non-frustrated

power-law decaying spin chain Hamiltonian

H
E

(↵) =
X

i2B

X

j2B

(�1)r

ij

r↵

ij

~S
i

· ~S
j

, (41)

which we denote as the ↵-model. This Hamiltonian, intensively studied in Refs. [90, 91,

92], displays a rich phase diagram, with a (zero temperature) quantum phase transition

at ↵
c

' 2.2 [91] between a Néel ordered phase for ↵ < ↵
c

and a QLRO phase for ↵ > ↵
c

.

Note that for ↵ = 0 the Lieb-Mattis model is recovered (the Lieb-Mattis model is usually

defined with a prefactor 1/L to ensure energy extensivity, see below).
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Figure 10. Comparison of participation spectra of the line subsystem for J
2

= 1 and
L = 16 with various e↵ective models. Errorbars are smaller than the linewidth and the
di↵erent colors show the di↵erent multiplicities of the basis states. Right: comparison
with the Lieb-Mattis model at �

e↵

= 0.4. Left: Double comparison with (i) the ↵-
model (right ↵ = 1.65, �

e↵

= 1.47) and (ii) the ⇤-model (left ⇤ = 1.28, �
e↵

= 1.42).

As previously done (above in Fig. 7) for the gapped regime, we now compare the

entire PS for the ordered phase at the isotropic point J
2

= 1 with PS of various e↵ective

entanglement Hamiltonians. First, in the right panel of Fig. 10 we clearly see that the

−
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and �
e↵

= 1.42, the e↵ective PS {✏E}
⇤,�e↵

compares extremely well with {✏B}
J2=1

, with

a KL divergence as small as I
1

(⇤)/S
1

= 6.30(1) ·10�4 and the small local gaps discussed

above are now very well reproduced. Quantitatively speaking the ⇤-model yields a better

agreement, with smaller KL divergences for the optimal parameters, with I
1

/S
1

⇠ 0.05%

across the entire Néel phase. In Fig. 12 we see in the plane ⇤ — �
e↵

that the minimum

keeps the same value of ⇤ ⇠ 1.3 � 1.4 while the e↵ective temperature keeps increasing

when Néel order is reduced.

Figure 12. Relative KL divergences I
1

/S
1

of the line shaped subsystem spectrum
and the e↵ective long range Hamiltonian given by the “⇤-model” (Eq. 41) for di↵erent
values of J

2

(here L = 16).

4.3.3. Discussion Finding the exact entanglement Hamiltonian is an exponentially

complicated task which cannot be easily done in the general case. However, in many

cases, guidance obtained by the knowledge of systems in dimension d � 1, symmetry

considerations as well as physics that need to be described at finite temperature, one

often has an intuition on which class of d� 1 models could represent the entanglement

Hamiltonian. In this case, the PS comparison approach, with a quantitative criteria

provided by the KL or Rényi divergences, proves to be quite powerful. We emphasize

that the KL divergence Eq. 36 compares the two PS (of the subsystem and of H
E

) basis

state by basis state: this is in contrast with the usual comparison of the ES low-lying

levels where the eigenfunctions are discarded.

Clearly, the fact that the PS of the subsystem and of an ansatz entanglement

Hamiltonian are very close is not a full proof that the ansatz is indeed the exact

Néel J2/J1
Gapped

3

a) subsystem Bsubsystem B

J
1

J
2

b)

J
1

J
2

subsystem Bsubsystem B

Figure 1. (Color online) Plaquettized (left) and dimerized
(right) lattices. The thick (red) lines correspond to strong
bonds with coupling J

1

and we refer to them as plaque-
ttes/dimers. The dotted bonds are the weak interplaque-
tte/interdimer couplings J

2

 J
1

. Periodic boundary con-
ditions are implicit.

II. MODELS AND METHODS OF ANALYSIS

The two models (dimerized and plaquettized Heisen-
berg models) that we study are defined with the same
Hamiltonian form:

H = J
1

X
plaquettes/

dimers

~S
i

· ~S
j

+ J
2

X
links

~S
i

· ~S
j

, (3)

with J
1

, J
2

� 0 and where the two terms correspond to
the summation over stronger bonds for columnar dimers
(plaquettes) and to the summation over the weaker links
between these entities (see Fig. 1). We only consider
g = J

2

/J
1

 1 here, with g = 1 yielding the homogeneous
Heisenberg antiferromagnet on the square lattice. The
two models have slightly di↵erent critical points at g

c

=
0.52370(1)18 for the columnar dimerized system and g

c

=
0.54854(6)17 for the plaquettized system. For g < g

c

both models display a disordered ground state separated
from excited states by a finite energy gap, whereas for
g > g

c

antiferromagnetic Néel long-range order occurs,
with a spontaneous breaking of the SU(2) symmetry. We
considered these two models as they are well-established
to harbor the same physical content (in particular the
quantum phase transitions at g

c

belong to the same 3d
O(3) universality class), yet with di↵erent microscopics:
this will allow us to discuss universality of the scaling of
SR entropies.

We study properties of the groundstates expanded in
the {Sz} basis and note that all results will be identi-
cal in any basis obtained by a global SU(2) transforma-
tion, by symmetry of the Hamiltonian. We use the index
⇤ (respectively |) to denote quantities for the plaquet-
tized (resp. dimerized) model. Considering the results of
Ref. 9, we will perform fits of the SR entropy S1 of the
full system to the following forms:

S1(N) = a1N + l1 ln N + b1 (4)

and

S1(N) = ã1N + b̃1. (5)

Equivalent forms for the line SR entropy Sline

1 (L) are:

Sline

1 (L) = aline

1 L + lline

1 ln L + bline

1 (6)

and

Sline

1 (L) = ãline

1 L + b̃line

1 . (7)

Note that in general, one also expects9 further size cor-
rections O

�
1

N

�
and O

�
1

L

�
.

The second functional forms Eqs. (5) and (7) are of
course included into the first forms Eqs. (4) and (6),
when the fitting parameters l1 or lline

1 are found to be
zero. However, given the finite values of N and L that we
can reach and the error bars inherent to QMC, the fits
to Eqs. (5) and (7) are better controlled (and errors on
estimated parameters smaller) by forcing l1 to be zero
for systems where no log term is present. Indeed, putting
a log term when not needed can result in an acceptable
fit where an artificial l1 > 0 compensates wrongly un-
derestimated a1 or b1. For systems where no log term
is present, we must have b̃1 ! b1 and ã1 ! a1 (re-
spectively bline ! bline

1 and ãline

1 ! aline

1 ) for large enough
sizes, but this scaling regime might be reached earlier
by using the second forms Eqs. (5), (7). Let us finally
mention the simple argument that if one is looking for
universal constants, then only l1 and lline

1 can be univer-
sal (but not b1, bline

1 ) in the first forms Eqs. (4) and(6):
this is seen by a redefinition of sample size N or L. With
the same reasoning, only b̃1, b̃line

1 can be universal for the
second forms Eqs. (5) and (7).

For all fits, we used a rigorous bootstrap analysis in
order to provide reliable error bars for fit parameters.
Note, however, that these error bars do not contain sys-
tematic e↵ects due to finite system sizes. These e↵ects
can nevertheless be estimated by comparison of fits over
di↵erent system size N or L ranges (“fit windows”, see
Ref. 9 for details). We also monitored the fit quality Q
(see Ref. 22) to ascertain the precision of our fits.

III. SHANNON-RÉNYI ENTROPIES

Throughout this section, we restrict our discussion and
analysis to the computationally most accessible SR en-
tropy, when q ! 1 for both the full system (S1) in
Sec. III A and the line subsystem (Sline

1 ) in Sec. III B.

A. SR entropy S1 of the full system

Figure 2 shows our QMC result for S⇤
1 of the pla-

quettized model in the range of accessible entropies (our
simulations are limited roughly to S1 . 20 as discussed
in appendix A), for di↵erent values of the parameter J

2

in the range [0, 1].
In the limit J

2

= 0 of isolated plaquettes, S⇤
1(N) can

be exactly (cf. appendix B) shown to be S⇤
1(N) = ln 3

4

N ,
i.e. a pure linear scaling with no logarithmic or constant

Participation spectroscopy and entanglement Hamiltonian of quantum spin models 30

Figure 11. Relative KL divergence I
1

/S
1

of the line shaped subsystem spectrum
and the e↵ective long-range Hamiltonian (↵-model) for di↵erent inverse temperatures
�

e↵

and ranges ↵ of the interaction. Here L = 16. In the Néel phase, the optimal
inverse temperature decreases with J

2

while the optimal ↵ remains ⇠ 1.6. When one
has crossed the phase transition (bottom right panel with J

2

= 0.5), the minimum of
the range of the interaction ↵ has abruptly changed to ⇠ 2.

SW spectrum. Another argument comes from the fact that spin correlations fall as 1/r

as a function of distance in the ground-state of the ↵� model Eq. 41 (see Ref. [91]) when

↵ = 3, the same dependence as in the 2d Heisenberg model on top of the long-range

order.

In order to repair this inconsistency, we introduce another model (the so-

called ⇤-model), expected to be closer to the true entanglement Hamiltonian in the

antiferromagnetic phase.

4.3.2. ⇤-model The Hamiltonian for the ⇤-model is given by:

H
E

(⇤) =
X

i,j2B

i>j

(�1)r

ij

✓
⇤

L
+

1

r3

ij

◆
~S

i

· ~S
j

, (42)

where the ⇤ term is constant for all r
ij

, and the 1/L normalisation is necessary to

preserve the extensivity. Such a Lieb-Mattis term does not sustain SW whereas the

power-law component ⇠ 1/r3 is expected to bring !
sw

⇠ k SW excitations and 1/r

decaying spin correlation functions. Again, searching for the best couple of parameters

(⇤, �
e↵

), we show in the left column of the packets in Fig. 10 (a) that with ⇤ = 1.28
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Therefore, using the entanglement Hamiltonian definition of Eq. 30, one can define an

e↵ective PS

✏E

i

= ln Z � ln
⇣
hi| exp(��

e↵

Ĥ
E

)|ii
⌘

, (32)

which has to fulfil for all levels i

✏E

i

= ✏B

i

, (33)

if H
E

is indeed the correct entanglement Hamiltonian and T
e↵

= ��1

e↵

the e↵ective

temperature.

4.1.2. 2d dimerized model In practice we focus on a 2d quantum spin-1

2

dimerized

Heisenberg model defined on a L ⇥ L square lattice (see Fig. 6(b)) by the Hamiltonian

H
dimer

= J
1

X

dimers

~S
i

· ~S
j

+ J
2

X

links

~S
i

· ~S
j

, (34)

with J
1

, J
2

� 0 and where the two terms correspond to the summation over stronger

bonds for columnar dimers and to the summation over the weaker links between these

entities. We will only consider g = J
2

/J
1

 1 here, with g = 1 yielding the isotropic

Heisenberg antiferromagnet on the square lattice. This model has been intensively

studied at zero temperature [68, 69, 70, 71, 72, 73] and exhibits a 2d + 1 O(3) quantum

critical point at g
c

= 0.52370(1)[73] separating a disordered gapped phase for g < g
c

from an antiferromagnetic Néel long-range ordered phase which occurs at g > g
c

, with

a spontaneous breaking of SU(2) symmetry.

We have already discussed SR entropies and PS for such a line shaped subsystem in

Ref. [7] where several results have been obtained for the universal scaling properties of

Sline

1 across the phase diagram 0  g  1 of model Eq. 34. Concerning the PS, ordered

and disordered phases are qualitatively di↵erent, in particular regarding the e↵ective

interaction between ferromagnetic DWs (see also Sec. 3.3). Concretely, these objects

experience a pairwise repulsive interaction which grows linearly with the distance (linear

A

B
a) subsystem Bsubsystem B

J
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J
2

b)

J
1

J
2

subsystem Bsubsystem B

(a) (b)

L

L

Figure 6. Schematic picture for the chosen line-shaped bipartition. (a) Subsystem B

is a single line of length L embedded in a L ⇥ L torus. (b) The dimerized Heisenberg
lattice model Eq. 34 has thick (red) lines for strong bonds with coupling J

1

and weak
interdimer couplings J

2

 J
1

represented by dotted (black) lines.
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Figure 6. (Color online) Logarithmic scaling term lline

1 of the
line SR entropy Sline

1 across the plaquettization (top) and
dimerization (bottom) transitions, as obtained from fits to
Eq. (6). We show fits over di↵erent system size windows. The
logarithmic term vanishes in the quantum disordered phase,
while in the ordered phase it assumes a nonzero, almost con-
stant value, which is similar for both models for a given fitting
size window.

correction lline,⇤
1 presumably vanishes in the disordered

phase, which will be verified in the next paragraph. Both
dimerized and plaquettized models display the same be-

havior, with aline,|
1 taking larger values due to suppressed

Néel order.
One can notice a qualitative change in the extensive

contribution to the Shannon entropy across the quan-
tum phase transition where a1 changes abruptly. More
precisely, its derivative with respect to J

2

displays a sin-
gularity at the critical point. We discuss in more detail
such features in Sec. IVD.

2. Subleading logarithmic term in the ordered phase

The first subleading scaling term is the logarithmic cor-
rection lline

1 as defined in Eq. (6). Fig. 6 represents results
of fits obtained from three sets of system size ranges. We
find that fits excluding the smallest system sizes gener-
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Figure 7. (Color online) Constant scaling term b̃line

1 of the
subsystem entropy Sline

1 across the plaquettization (top) and
dimerization (bottom) transitions, as obtained by a fit to
Eq. (7). This form is clearly not valid in the ordered phase
(J

2

> Jc), where a logarithmic scaling term of lline

1 > 0 is
found. Fit qualities drop to zero for J

2

> Jc and b̃line

1 is there-
fore shown in pale colors. In the disordered phase J

2

< Jc,
b̃line

1 = bline

1 is found to be 0 (bold). The lines cross at the
critical point at b⇤,line,⇤

1 = 0.412(6) (plaquettized model) and

b
⇤,line,|
1 = 0.41(1) (dimerized model).

ally correspond to higher fit qualities (quality factor Q
closer to 1) while on the other hand, error bars on lline

1
become larger as the number of data points included in
the fit decreases.

Nevertheless, results are stable with respect to di↵erent
fit windows: we observe a clear change in the estimated
lline

1 exactly at the transition point for both dimerized
and plaquettized models at the respective J

c

. Deep in
the quantum disordered phase, the logarithmic term lline

1
converges very well towards zero. Close to the critical
point for J

2

< J
c

, nontrivial finite size e↵ects show up in
pronounced oscillations preceding the jump to nonzero
lline

1 in the ordered phase. Similar to what is observed
in the constant term of the SR entropies of the one-
dimensional5 and two-dimensional9 quantum Ising model
close to its transition point, the oscillations become nar-
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Figure 6. (Color online) Logarithmic scaling term lline

1 of the
line SR entropy Sline

1 across the plaquettization (top) and
dimerization (bottom) transitions, as obtained from fits to
Eq. (6). We show fits over di↵erent system size windows. The
logarithmic term vanishes in the quantum disordered phase,
while in the ordered phase it assumes a nonzero, almost con-
stant value, which is similar for both models for a given fitting
size window.

correction lline,⇤
1 presumably vanishes in the disordered

phase, which will be verified in the next paragraph. Both
dimerized and plaquettized models display the same be-

havior, with aline,|
1 taking larger values due to suppressed

Néel order.
One can notice a qualitative change in the extensive

contribution to the Shannon entropy across the quan-
tum phase transition where a1 changes abruptly. More
precisely, its derivative with respect to J

2

displays a sin-
gularity at the critical point. We discuss in more detail
such features in Sec. IVD.

2. Subleading logarithmic term in the ordered phase

The first subleading scaling term is the logarithmic cor-
rection lline

1 as defined in Eq. (6). Fig. 6 represents results
of fits obtained from three sets of system size ranges. We
find that fits excluding the smallest system sizes gener-
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Figure 7. (Color online) Constant scaling term b̃line

1 of the
subsystem entropy Sline

1 across the plaquettization (top) and
dimerization (bottom) transitions, as obtained by a fit to
Eq. (7). This form is clearly not valid in the ordered phase
(J

2

> Jc), where a logarithmic scaling term of lline

1 > 0 is
found. Fit qualities drop to zero for J

2

> Jc and b̃line

1 is there-
fore shown in pale colors. In the disordered phase J

2

< Jc,
b̃line

1 = bline

1 is found to be 0 (bold). The lines cross at the
critical point at b⇤,line,⇤

1 = 0.412(6) (plaquettized model) and

b
⇤,line,|
1 = 0.41(1) (dimerized model).

ally correspond to higher fit qualities (quality factor Q
closer to 1) while on the other hand, error bars on lline

1
become larger as the number of data points included in
the fit decreases.

Nevertheless, results are stable with respect to di↵erent
fit windows: we observe a clear change in the estimated
lline

1 exactly at the transition point for both dimerized
and plaquettized models at the respective J

c

. Deep in
the quantum disordered phase, the logarithmic term lline

1
converges very well towards zero. Close to the critical
point for J

2

< J
c

, nontrivial finite size e↵ects show up in
pronounced oscillations preceding the jump to nonzero
lline

1 in the ordered phase. Similar to what is observed
in the constant term of the SR entropies of the one-
dimensional5 and two-dimensional9 quantum Ising model
close to its transition point, the oscillations become nar-

Shannon-Rény entropies and participation spectra can be 
efficiently computed using Quantum Monte Carlo simulations

   Néel J2/J1
Gapped

3

a) subsystem Bsubsystem B

J
1

J
2

b)

J
1

J
2

subsystem Bsubsystem B

Figure 1. (Color online) Plaquettized (left) and dimerized
(right) lattices. The thick (red) lines correspond to strong
bonds with coupling J

1

and we refer to them as plaque-
ttes/dimers. The dotted bonds are the weak interplaque-
tte/interdimer couplings J

2

 J
1

. Periodic boundary con-
ditions are implicit.

II. MODELS AND METHODS OF ANALYSIS

The two models (dimerized and plaquettized Heisen-
berg models) that we study are defined with the same
Hamiltonian form:

H = J
1

X
plaquettes/

dimers

~S
i

· ~S
j

+ J
2

X
links

~S
i

· ~S
j

, (3)

with J
1

, J
2

� 0 and where the two terms correspond to
the summation over stronger bonds for columnar dimers
(plaquettes) and to the summation over the weaker links
between these entities (see Fig. 1). We only consider
g = J

2

/J
1

 1 here, with g = 1 yielding the homogeneous
Heisenberg antiferromagnet on the square lattice. The
two models have slightly di↵erent critical points at g

c

=
0.52370(1)18 for the columnar dimerized system and g

c

=
0.54854(6)17 for the plaquettized system. For g < g

c

both models display a disordered ground state separated
from excited states by a finite energy gap, whereas for
g > g

c

antiferromagnetic Néel long-range order occurs,
with a spontaneous breaking of the SU(2) symmetry. We
considered these two models as they are well-established
to harbor the same physical content (in particular the
quantum phase transitions at g

c

belong to the same 3d
O(3) universality class), yet with di↵erent microscopics:
this will allow us to discuss universality of the scaling of
SR entropies.

We study properties of the groundstates expanded in
the {Sz} basis and note that all results will be identi-
cal in any basis obtained by a global SU(2) transforma-
tion, by symmetry of the Hamiltonian. We use the index
⇤ (respectively |) to denote quantities for the plaquet-
tized (resp. dimerized) model. Considering the results of
Ref. 9, we will perform fits of the SR entropy S1 of the
full system to the following forms:

S1(N) = a1N + l1 ln N + b1 (4)

and

S1(N) = ã1N + b̃1. (5)

Equivalent forms for the line SR entropy Sline

1 (L) are:

Sline

1 (L) = aline

1 L + lline

1 ln L + bline

1 (6)

and

Sline

1 (L) = ãline

1 L + b̃line

1 . (7)

Note that in general, one also expects9 further size cor-
rections O

�
1

N

�
and O

�
1

L

�
.

The second functional forms Eqs. (5) and (7) are of
course included into the first forms Eqs. (4) and (6),
when the fitting parameters l1 or lline

1 are found to be
zero. However, given the finite values of N and L that we
can reach and the error bars inherent to QMC, the fits
to Eqs. (5) and (7) are better controlled (and errors on
estimated parameters smaller) by forcing l1 to be zero
for systems where no log term is present. Indeed, putting
a log term when not needed can result in an acceptable
fit where an artificial l1 > 0 compensates wrongly un-
derestimated a1 or b1. For systems where no log term
is present, we must have b̃1 ! b1 and ã1 ! a1 (re-
spectively bline ! bline

1 and ãline

1 ! aline

1 ) for large enough
sizes, but this scaling regime might be reached earlier
by using the second forms Eqs. (5), (7). Let us finally
mention the simple argument that if one is looking for
universal constants, then only l1 and lline

1 can be univer-
sal (but not b1, bline

1 ) in the first forms Eqs. (4) and(6):
this is seen by a redefinition of sample size N or L. With
the same reasoning, only b̃1, b̃line

1 can be universal for the
second forms Eqs. (5) and (7).

For all fits, we used a rigorous bootstrap analysis in
order to provide reliable error bars for fit parameters.
Note, however, that these error bars do not contain sys-
tematic e↵ects due to finite system sizes. These e↵ects
can nevertheless be estimated by comparison of fits over
di↵erent system size N or L ranges (“fit windows”, see
Ref. 9 for details). We also monitored the fit quality Q
(see Ref. 22) to ascertain the precision of our fits.

III. SHANNON-RÉNYI ENTROPIES

Throughout this section, we restrict our discussion and
analysis to the computationally most accessible SR en-
tropy, when q ! 1 for both the full system (S1) in
Sec. III A and the line subsystem (Sline

1 ) in Sec. III B.

A. SR entropy S1 of the full system

Figure 2 shows our QMC result for S⇤
1 of the pla-

quettized model in the range of accessible entropies (our
simulations are limited roughly to S1 . 20 as discussed
in appendix A), for di↵erent values of the parameter J

2

in the range [0, 1].
In the limit J

2

= 0 of isolated plaquettes, S⇤
1(N) can

be exactly (cf. appendix B) shown to be S⇤
1(N) = ln 3

4

N ,
i.e. a pure linear scaling with no logarithmic or constant

Participation spectra of subsystems can be quantitatively 
compared to spectra of trial Entanglement Hamiltonian at finite T
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4.2. E↵ective entanglement Hamiltonian for the gapped regime

We now study the PS of the line shaped subsystem B of the Hamiltonian given by

Eq. 34 in 2d and compare it to PS of 1d models which may be understood as e↵ective

entanglement Hamiltonians. All PS are obtained using the QMC technique introduced

in Ref. [6, 7].

4.2.1. Short-ranged models Deep in the gapped phase, J
2

/J
1

⌧ 1 one can apply

perturbation theory to extract the entanglement Hamiltonian H
E

defined on the 1d

subsystem B (Fig. 6), similarly to what was done in previous works [76, 77, 78, 79] for

2-leg ladders [63]. At first order, the calculation for the 2d dimerized model is identical

to the ladder case [77], yielding the simple result (with fixed J
1

= 1):

H
E

=
X

i2B

~S
i

· ~S
i+1

, and T
e↵

=
1

2J
2

. (38)

This is simply a S = 1

2

Heisenberg chain problem at finite temperature T
e↵

which is

well known to harbor short-range correlations with a finite correlation length ⇠ 1/T
e↵

,

in perfect agreement with the bulk correlation length of the dimerized model which

grows linearly with J
2

, deep in the gapped regime. As in the ladder case, when J
2

increases (the bulk gap decreases) we expect non-negligible longer range interactions in

H
E

, as well as multi-spin processes [80] to arise from higher order perturbation theory.

Restricting our study to two-body e↵ects, we consider the following “⇠-model” as a

potential entanglement Hamiltonian:

H
E

(⇠) = �
X

i,j2B
i>j

(�1)rije
�

(rij�1)

⇠E ~S
i

· ~S
j

, (39)

where r
ij

is the minimal distance between sites i and j: r
ij

= min(|i � j|, L � |i � j|).
For ⇠

E

= 0, we simply consider the Heisenberg chain given by Eq. (38). The ⇠-model is

non-frustrated and belongs to the class of short-range models since it displays identical

low-energy physics and is described by the same field theory [81] as the nearest-neighbor

Heisenberg spin chain. Nevertheless, non-universal details are expected to depend on

⇠
E

, in particular the PS.

4.2.2. First example in the gapped phase We first discuss the example of the dimerized

2d model at J
2

= 0.3 for which the PS is displayed in Fig. 7. For clarity, we display the

spectrum for each Sz sector for a line of L = 16 sites embedded in a 16 ⇥ 16 lattice.

Following the first order perturbation result Eq. 38 we have superimposed the e↵ective

PS {✏E} of a Heisenberg chain with �
e↵

= 2J
2

= 0.6 to the actual PS {✏B} of subsystem

B in panel (a) of Fig. 7. The visual comparison is correct, respecting the multiplicities

of the levels, but the agreement can be significantly improved if a finite range ⇠
E

> 0

is allowed using the ⇠-model Eq. 39. The right panel (b) of Fig. 7 shows the “best”

e↵ective PS (in the sense of giving rise to the smaller Rényi divergences I
q

), obtained

with ⇠
E

= 0.4 and �
e↵

= 0.65.
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Figure 11. Relative KL divergence I
1

/S
1

of the line shaped subsystem spectrum
and the e↵ective long-range Hamiltonian (↵-model) for di↵erent inverse temperatures
�

e↵

and ranges ↵ of the interaction. Here L = 16. In the Néel phase, the optimal
inverse temperature decreases with J

2

while the optimal ↵ remains ⇠ 1.6. When one
has crossed the phase transition (bottom right panel with J

2

= 0.5), the minimum of
the range of the interaction ↵ has abruptly changed to ⇠ 2.

SW spectrum. Another argument comes from the fact that spin correlations fall as 1/r

as a function of distance in the ground-state of the ↵� model Eq. 41 (see Ref. [91]) when

↵ = 3, the same dependence as in the 2d Heisenberg model on top of the long-range

order.

In order to repair this inconsistency, we introduce another model (the so-

called ⇤-model), expected to be closer to the true entanglement Hamiltonian in the

antiferromagnetic phase.

4.3.2. ⇤-model The Hamiltonian for the ⇤-model is given by:

H
E

(⇤) =
X

i,j2B

i>j

(�1)r

ij

✓
⇤

L
+

1

r3

ij

◆
~S

i

· ~S
j

, (42)

where the ⇤ term is constant for all r
ij

, and the 1/L normalisation is necessary to

preserve the extensivity. Such a Lieb-Mattis term does not sustain SW whereas the

power-law component ⇠ 1/r3 is expected to bring !
sw

⇠ k SW excitations and 1/r

decaying spin correlation functions. Again, searching for the best couple of parameters

(⇤, �
e↵

), we show in the left column of the packets in Fig. 10 (a) that with ⇤ = 1.28

?


