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1)  Motivation for dark matter  

2)  DM production: Weakly-Interacting Massive Particles (WIMPs) 

3)  DM (WIMP) detection 

•  Indirect searches 

•  direct searches  
o  Searches in SuperCDMS) 
o  reconstruction of DM parameters 

•  collider searches 
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Galaxies 
 

•  Rotation curves of spiral galaxies 
•  Gas temperature in elliptical galaxies 

Clusters of galaxies 
 

•  Peculiar velocities and gas temperature 
•  Weak lensing 
•  Dynamics of cluster collision 

Cosmological scales 
 
Through the study of the anisotropies in the Cosmic 
Microwave Background the fundamental components of 
the Universe can be determined  

Dark Matter is a necessary (and abundant) ingredient in the Universe 

ΩCDM h2 = 0.1196 ± 0.003	


It is also one of the clearest hints to 
look for Physics Beyond the SM  

Planck 2013 
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Rotation curves of spiral galaxies become flat for large distances   

From the luminous matter of the disc one would 
expect a decrease in the velocity that is not 
observed 

Galaxies contain vast amounts of non-luminous matter  

Faber, Gallagher ‘79 
Bosma ‘78, ’81 

van Albada, Bahcall, Begeman, Sancisi ‘84 

Rubin ‘75 

Is there more matter than the one we can see? 

Measurements of the gas temperature in elliptical 
galaxies provide further support for the Dark Matter 
hypothesis 

Non-luminous (DARK MATTER) 

4	  TAE	  Benasque	  2014	  



Rotation curves of spiral galaxies become flat for large distances   

Galaxies contain vast amounts of non-luminous matter  

Is there more matter than the one we can see? 

Non-luminous (DARK MATTER) 

Measurements of the gas temperature in elliptical 
galaxies provide further support for the Dark Matter 
hypothesis 

~ Spherical  
Dark Matter Halo 

10 kpc	  

100 kpc	  

From the luminous matter of the disc one would 
expect a decrease in the velocity that is not 
observed 

Rubin ‘75 
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Rotation curves have also been measured for a large number of spiral galaxies 

The mismatch in the shape cannot 
be compensated by modifying the 
contribution from luminous 
components (disk and bulge) 

Faber, Gallagher ‘79 
Bosma ‘78, ’81 

van Albada, Bahcall, Begeman, Sancisi ‘84 
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van Albada, Sancisi ‘87 



Xue et al. 2008	  

Bovy, Tremaine 2012	  

Observations of the Milky way are also consistent with the existence of DM at our 
position in the Galaxy 

where Mbulge ¼ 1:5 ; 1010 M", c0 ¼ 0:6 kpc, Mdisk ¼ 5 ;
1010 M" , and b ¼ 4 kpc (similar to Smith et al. 2007). The ra-
dial potential for a spherical NFWdensity profile can be expressed
as

!NFW(r) ¼ # 4!G"sr3vir
c3r

ln 1þ cr

rvir

! "
; ð13Þ

where c is a concentration parameter, defined as the ratio of the
virial radius to the scale radius. For standard"CDM cosmogonies
we do not attempt to constrain halo flattening. The parameter "s is
a characteristic density given by

"s ¼
"cr#m#th

3

c3

ln (1þ c)# c=(1þ c)
; ð14Þ

where "cr ¼ 3H2/8!G is the critical density of the universe, #m

is the contribution of matter to the critical density, and #th is the

critical overdensity at virialization. The virial mass can then be
determined from the virial radius using

Mvir ¼
4!

3
"cr#m#thr

3
vir: ð15Þ

For our analysis we adopt #m ¼ 0:3, #th ¼ 340, and H0 ¼
65 km s#1 Mpc#1. Given recent discussions (and doubts raised)
regarding whether the baryons modify the dark matter profile, as
expected from ‘‘adiabatic contraction’’ (Dutton et al. 2007), we
consider both an unaltered and an adiabatically contracted NFW
profile in the fit of !tot.

By fitting the observed Vcir(r) with (rd!/dr)1/2 from !tot(r),
shown as equation (10), we can constrain the halo mass of the
MilkyWay. In this fit, we simply adopt an unaltered NFWprofile
and a present-day relation between the mean value of c andMvir,

log10c ¼ 1:075# 0:12( log10Mvir # 12): ð16Þ

This relation is accurate over the range 11 ' logMvir ' 13 and
is based on the model of Macciò et al. (2007) with #m ¼ 0:3,
#" ¼ 0:7, $8 ¼ 0:9, and ni ¼ 1:0. Therefore, theMvir is derived

Fig. 17.—Same as Fig. 16, but here the circular velocity curves were derived
under the assumption of a contracted NFW profile. The solid line indicates the
best-fit circular velocity curve to the Vcir(r) estimates, while the large symbols
represent the Vcir(r) estimates. The contributions of the adoptedmodel components
(i.e., disk, bulge, and halo) and the circular velocity curves based on the Jeans
equation are plotted in different line styles. Estimates of virial mass,Mvir, virial ra-
dius, rvir , and concentration parameter, c, are labeled on the plots.

Fig. 16.—Circular curve estimates matched by a combination of a stellar
bulge and disk and an unaltered NFW dark matter profile. The solid line
indicates the best-fit circular velocity curve to the Vcir(r) estimates, while the
large symbols represent the Vcir(r) estimates. The contributions of the adopted
model components (i.e., disk, bulge, and halo) and the circular velocity curves
based on the Jeans equation are plotted in different line styles. Estimates of virial
mass, Mvir , virial radius, rvir , and concentration parameter, c, are labeled on the
plots.

MILKY WAY DARK MATTER HALO MASS FROM SDSS 1155No. 2, 2008

The rotation curve is known up to large 
distances 

Observations show that there is need for 
dark matter in the solar neighbourhood 
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The Local Dark Matter Density

Fabrizio Nesti,a Paolo Salucci∗b

aUniversity of L’aquila - I-67100, L’Aquila, Italy
bSISSA
E-mail: nesti@aquila.infn.it, salucci@sissa.it

We present the recent robust determination of the value of the Dark Matter density at the Sun’s
location (!") with a technique that does not rely on a global mass-modeling of the Galaxy. The
method is based on the local equation of centrifugal equilibrium and depends on local and quite
well known quantities such as the angular Sun’s velocity, the disk to dark contribution to the
circular velocity at the Sun, and the thin stellar disk scale length. This determination is inde-
pendent of the shape of the dark matter density profile, the knowledge of the rotation curve
at any radius, and the very uncertain bulge/disk/dark-halo mass decomposition. The result is:
!" = 0.43(0.11)(0.10)GeV/cm3, where the quoted uncertainties are due to the uncertainty a) in
the slope of the circular-velocity at the Sun location and b) in the ratio between this radius and the
exponential length scale of the stellar disk. The devised technique is also able to take into account
any future improvement in the data relevant for the estimate.

VIII International Workshop on the Dark Side of the Universe,
June 10-15, 2012
Rio de Janeiro, Brazil

∗Speaker.

c© Copyright owned by the author(s) under the terms of the Creative Commons Attribution-NonCommercial-ShareAlike Licence. http://pos.sissa.it/
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A novel determination of the local dark
matter density
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Abstract

We present a novel study on the problem of constructing mass models for the

Milky Way, concentrating on features regarding the dark matter halo component.

We have considered a variegated sample of dynamical observables for the Galaxy,

including several results which have appeared recently, and studied a 7- or 8-

dimensional parameter space - defining the Galaxy model - by implementing a

Bayesian approach to the parameter estimation based on a Markov Chain Monte

Carlo method. The main result of this analysis is a novel determination of the

local dark matter halo density which, assuming spherical symmetry and either an

Einasto or an NFW density profile is found to be around 0.39 GeV cm−3 with a 1-σ

error bar of about 7%; more precisely we find a ρDM (R0) = 0.385±0.027GeV cm−3

for the Einasto profile and ρDM (R0) = 0.389±0.025GeV cm−3 for the NFW. This

is in contrast to the standard assumption that ρDM(R0) is about 0.3 GeV cm−3

with an uncertainty of a factor of 2 to 3. A very precise determination of the

local halo density is very important for interpreting direct dark matter detection

experiments. Indeed the results we produced, together with the recent accurate

determination of the local circular velocity, should be very useful to considerably

narrow astrophysical uncertainties on direct dark matter detection.

aEmail: catena@sissa.it
bEmail: ullio@sissa.it

Catena, Ullio 2010 

Uncertainties in the parameters defining 
the halo:  
 
•  local DM density  
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Fig. 6: The local DM densities ρ!,DM are shown for different fits with different parameters. The numbers correspond to the numbers
of the fit results in Table 5.

model is not very sensitive to this inner region, the parameters
of the bulge will not be varied anymore.

To optimize the remaining parameters in order to best de-
scribe the data, the following χ2 function was minimized using
the Minuit package (James and Roos 1975)

χ2 =
(Mcalc

tot − D)2

σ2Mtot

+
(vcalc! − D)2

σ2v!
+
(ρcalctot − D)2

σ2ρtot
+

(Σcalcvis − D)
2

σ2
Σvis

+
(Σcalctot − D)2

σ2
Σtot

+
(rcalcd − D)2

σ2rd
+

(RCcalc
S lope − D)

2

σ2RCS lope
+
((A − B)calc − D)2

σ2A−B
(18)

The index calc means the observables were calculated from the
fitted parameters, while D denotes the experimental data for the
observable and σ its error. The constraints have been summa-
rized in Table 4.

The fit shows a more than 95% positive correlation between
the local dark matter density and the scale length of DM halo a
and an equally large negative correlation with the scale length rd
of the baryonic disc. Consequently, it is difficult to leave param-
eters free in the fit. Therefore the fit was first performed for fixed
values of a (rows 1-3 of Table 5) and then rd was fixed (rows 4-
7). With the other free parameters all experimental constraints
could be met, as indicated by the χ2 values in brackets below the
fitted values in Table 5. Of course, the total mass changed for the
different fits. Fig. 6 shows the resulting local DM density versus
the total mass, as calculated from the fitted parameters. It shows
that in spite of the small errors for the local density in individual
fits the spread in density is still quite large.

The fit was repeated for other halo profiles, which gave simi-
larly good χ2 values, as shown by rows 9-11 in Table 5. So with
the present data one cannot distinguish the different halo profiles.

Sofar only spherical halos have been discussed. Allowing
oblate halos with a ratio of short-to-long axis of 0.7 the local

DM density increases by about 20%, as shown by the last row
of Table 5. As mentioned before, dark discs can enhance this
value considerably more, so the uncertainty usually quoted for
the local dark matter density in the range of 0.2 to 0.7 GeV cm−3
(0.005 - 0.018 M! pc−3) (Amsler et al. 2008; Gates et al. 1995)
is still valid in spite of the considerably improved data.

5. Conclusion
In this analysis five different halo profiles are compared with
recent dynamical constraints as summarized in Table 4. The
change of slope in the RC around 10 kpc (Fig. 3) was ignored, so
the monotonical decreasing RC for the smooth halo profiles do
not describe the data well. The change of slope may be related
to a ringlike DM substructure , as indicated by the structure in
the gas flaring (Kalberla et al. 2007) and by the structure in the
diffuse gamma radiation (de Boer et al. 2005). Such a ringlike
structure of DM gives a perfect description of the rotation curve,
especially the fast decrease between 6 and 10 kpc. If the DM sub-
structure is included, the local DM density increases above the
values found in this analysis, so the values quoted here should
be considered lower limits.

The astronomical constraints are consistent with a density
model of the Galaxy consisting of a central bulge, a disc and an
extended DM halo with a cuspy density profile and a local DM
density between 0.2 GeV cm−3 (0.005 M! pc−3) and 0.4 GeV
cm−3 (0.01 M! pc−3), as shown in Fig. 6. Strong positive and
negative correlations between the parameters were found in the
fit and they are causing the obvious correlations between ρ!,DM
and Mtot in Fig. 6. For non-spherical haloes these values can be
enhanced by 20%. If dark discs are considered, densities up to
0.7 GeV cm−3 (0.018 M! pc−3) can be easily imagined, so the
previous quoted range of 0.2 - 0.7 GeV cm−3 (0.005 - 0.018 M!
pc−3) seems still valid. This range is considerably larger than the
values quoted by analyses which used a Markov Chain method
to minimize the likelihood; they find ρ!,DM = 0.39 ± 0.03 GeV
cm−3 (Catena and Ullio 2009) and ρ!,DM = 0.32 ± 0.07 GeV
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Abstract

We present a novel study on the problem of constructing mass models for the

Milky Way, concentrating on features regarding the dark matter halo component.

We have considered a variegated sample of dynamical observables for the Galaxy,

including several results which have appeared recently, and studied a 7- or 8-

dimensional parameter space - defining the Galaxy model - by implementing a

Bayesian approach to the parameter estimation based on a Markov Chain Monte

Carlo method. The main result of this analysis is a novel determination of the

local dark matter halo density which, assuming spherical symmetry and either an

Einasto or an NFW density profile is found to be around 0.39 GeV cm−3 with a 1-σ

error bar of about 7%; more precisely we find a ρDM (R0) = 0.385±0.027GeV cm−3

for the Einasto profile and ρDM (R0) = 0.389±0.025GeV cm−3 for the NFW. This

is in contrast to the standard assumption that ρDM(R0) is about 0.3 GeV cm−3

with an uncertainty of a factor of 2 to 3. A very precise determination of the

local halo density is very important for interpreting direct dark matter detection

experiments. Indeed the results we produced, together with the recent accurate

determination of the local circular velocity, should be very useful to considerably

narrow astrophysical uncertainties on direct dark matter detection.
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Abstract. The peculiar dip in the outer rotation curve at a distance of 9 kpc, which

was recently confirmed by precise measurements with the VERA VLBI array in Japan,

suggests donut-like substructures in the dark matter (DM) halo, since spherical or elliptical

distributions will not cause a dip. Additionally, such a donut-like DM structure seems to be

required by the dip in the gas flaring of the disk. In this paper we consider the impact of such

DM substructure in the disk on the rotation curve, the gas flaring, the local DM density and

the local surface density. A global fit shows that the rotation curve is best described by an

NFW DM profile complemented by two donut-like DM substructures at radii of 4.2 and 12.4

kpc, which coincide with the local dust ring and the Monocerus ring of stars, respectively.

Both regions have been suggested as regions with tidal streams from ”shredded” satellites,

thus enhancing the plausibility for additional DM. If real, the radial extensions of these

nearby ringlike structures enhance the local dark matter density by a factor of four to about

1.3±0.3 GeV/cm3. We find that i) this higher DM density is perfectly consistent with the

local gravitational potential determining the surface density and ii) the s-shaped gas flaring

is explained. Such a possible enhancement of the local DM density is of great interest for

direct DM searches and the ringlike structure would change the directional dependence of

gamma rays for indirect DM searches.

Keywords: Dark Matter Profile, Dark Matter Substructure, Rotation Curve, Dark Matter

Density, Gas Flaringar
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nearby ringlike structures enhance the local dark matter density by a factor of four to about

1.3±0.3 GeV/cm3. We find that i) this higher DM density is perfectly consistent with the

local gravitational potential determining the surface density and ii) the s-shaped gas flaring

is explained. Such a possible enhancement of the local DM density is of great interest for
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Abstract

We present a novel study on the problem of constructing mass models for the

Milky Way, concentrating on features regarding the dark matter halo component.

We have considered a variegated sample of dynamical observables for the Galaxy,

including several results which have appeared recently, and studied a 7- or 8-

dimensional parameter space - defining the Galaxy model - by implementing a

Bayesian approach to the parameter estimation based on a Markov Chain Monte

Carlo method. The main result of this analysis is a novel determination of the

local dark matter halo density which, assuming spherical symmetry and either an

Einasto or an NFW density profile is found to be around 0.39 GeV cm−3 with a 1-σ

error bar of about 7%; more precisely we find a ρDM (R0) = 0.385±0.027GeV cm−3

for the Einasto profile and ρDM (R0) = 0.389±0.025GeV cm−3 for the NFW. This

is in contrast to the standard assumption that ρDM(R0) is about 0.3 GeV cm−3

with an uncertainty of a factor of 2 to 3. A very precise determination of the

local halo density is very important for interpreting direct dark matter detection

experiments. Indeed the results we produced, together with the recent accurate

determination of the local circular velocity, should be very useful to considerably

narrow astrophysical uncertainties on direct dark matter detection.

aEmail: catena@sissa.it
bEmail: ullio@sissa.it

(possible enhancement due to 
ring-like structures) 

ar
X

iv
:1

10
2.

43
40

v1
  [

as
tro

-p
h.

G
A

]  
21

 F
eb

 2
01

1

Mon. Not. R. Astron. Soc. 000, 000–000 (0000) Printed 23 February 2011 (MN LATEX style file v2.2)

Mass models of the Milky Way

Paul J. McMillan!

Rudolf Peierls Centre for Theoretical Physics, 1 Keble Road, Oxford, OX1 3NP, UK

23 February 2011

ABSTRACT

We present a simple method for fitting parametrized mass models of the Milky Way to
observational constraints. We take a Bayesian approach which allows us to take into
account input from photometric and kinematic data, and expectations from theoretical
modelling. This provides us with a best-fitting model, which is a suitable starting
point for dynamical modelling. We also determine a probability density function on
the properties of the model, which demonstrates that the mass distribution of the
Galaxy remains very uncertain. For our choices of parametrization and constraints,
we find disc scale lengths of 3.00 ± 0.22 kpc and 3.29 ± 0.56 kpc for the thin and
thick discs respectively; a Solar radius of 8.29 ± 0.16 kpc and a circular speed at the
Sun of 239± 5 km s−1; a total stellar mass of 6.43± 0.63× 1010 M"; a virial mass of
1.26 ± 0.24 × 1012M" and a local dark matter density of 0.40 ± 0.04GeV cm−3. We
find some correlations between the best-fitting parameters of our models (for example,
between the disk scale lengths and the Solar radius), which we discuss. The chosen
disc scale-heights are shown to have little effect on the key properties of the model.

Key words: Galaxy: fundamental parameters – methods: statistical – Galaxy: kine-
matics and dynamics

1 INTRODUCTION

A great deal is still unknown about the distribution of mass
in the various components of the Milky Way. The major dis-
coveries in Galactic astronomy over the past decade have al-
most all been related to components which comprise a small
fraction of the total mass of the Milky Way, most of which
either are or were dwarf galaxies (for example, the many
objects observed in the “Field of Streams”, Belokurov et al.
2006). The structure of the dominant components – the
disc(s) and cold dark matter (CDM) halo – remains rather
uncertain.

An important element of understanding and constrain-
ing the structure of the major components of the Galaxy is
creating Galaxy models which can be compared to observa-
tional data. It is important to draw a distinction between
three types of Galaxy models: mass, kinematic and dynami-
cal models. Mass models are the simplest of these, and only
attempt to describe the density distribution of the various
Galaxy components, and thus the Galactic potential (e.g.
Klypin, Zhao, & Somerville 2002; Dehnen & Binney 1998,
henceforth DB98). Kinematic models, such as those pro-
duced by galaxia (Sharma et al. 2011), specify the den-
sity and velocity distributions of the luminous components
of the Galaxy, but do not consider the question of whether

! E-mail: p.mcmillan1@physics.ox.ac.uk

these are consistent with a steady state in any Galactic po-
tential. Dynamical models (e.g. Widrow, Pym, & Dubinski
2008) describe systems which are in a steady state in a given
potential, because their distribution functions depend only
on the integrals of motion. The Besançon Galaxy model
(Robin et al. 2003) is primarily a kinematic model with a
dynamical element used to determine the vertical structure
of the disc.

It is clear that moving beyond simple kinematic models
to full dynamical ones is an essential step in fully under-
standing our Galaxy. The majority of the mass of the Galaxy
is expected to lie in the CDM halo, which is only observable
through its gravitational effect on luminous components of
the Galaxy, so purely kinematic models cannot provide any
insight into its structure.

The first step towards a dynamical model is to produce
a mass model that is consistent with available constraints.
An influential mass model was that of Schmidt (1956), and,
as observational data and understanding of galaxy structure
improved, updated versions have been produced by other au-
thors, notably Caldwell & Ostriker (1981) and DB98. Our
intention in this study is to follow these authors in produc-
ing a mass model that is consistent with up-to-date obser-
vational data and theoretical understanding, and to provide
a simple framework for producing these models into which
future data can be placed as they become available.

The major difficulty in producing a model of this kind
is drawing together data from numerous different studies of

McMilan 2011 
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We have considered a variegated sample of dynamical observables for the Galaxy,

including several results which have appeared recently, and studied a 7- or 8-

dimensional parameter space - defining the Galaxy model - by implementing a

Bayesian approach to the parameter estimation based on a Markov Chain Monte

Carlo method. The main result of this analysis is a novel determination of the

local dark matter halo density which, assuming spherical symmetry and either an

Einasto or an NFW density profile is found to be around 0.39 GeV cm−3 with a 1-σ

error bar of about 7%; more precisely we find a ρDM (R0) = 0.385±0.027GeV cm−3

for the Einasto profile and ρDM (R0) = 0.389±0.025GeV cm−3 for the NFW. This

is in contrast to the standard assumption that ρDM(R0) is about 0.3 GeV cm−3

with an uncertainty of a factor of 2 to 3. A very precise determination of the

local halo density is very important for interpreting direct dark matter detection

experiments. Indeed the results we produced, together with the recent accurate

determination of the local circular velocity, should be very useful to considerably

narrow astrophysical uncertainties on direct dark matter detection.

aEmail: catena@sissa.it
bEmail: ullio@sissa.it
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Bovy, Tremaine 2012	  

Observations of the Milky way are also consistent with the existence of DM at our 
position in the Galaxy 

The rotation curve is known up to large 
distances 

Observations show that there is need for 
dark matter in the solar neighbourhood 

Uncertainties in the parameters defining 
the halo:  
 
•  local DM density  
•  DM density profile  

(DM density at the galactic centre) 

Xue et al. 2008	  

where Mbulge ¼ 1:5 ; 1010 M", c0 ¼ 0:6 kpc, Mdisk ¼ 5 ;
1010 M" , and b ¼ 4 kpc (similar to Smith et al. 2007). The ra-
dial potential for a spherical NFWdensity profile can be expressed
as

!NFW(r) ¼ # 4!G"sr3vir
c3r

ln 1þ cr

rvir

! "
; ð13Þ

where c is a concentration parameter, defined as the ratio of the
virial radius to the scale radius. For standard"CDM cosmogonies
we do not attempt to constrain halo flattening. The parameter "s is
a characteristic density given by

"s ¼
"cr#m#th

3

c3

ln (1þ c)# c=(1þ c)
; ð14Þ

where "cr ¼ 3H2/8!G is the critical density of the universe, #m

is the contribution of matter to the critical density, and #th is the

critical overdensity at virialization. The virial mass can then be
determined from the virial radius using

Mvir ¼
4!

3
"cr#m#thr

3
vir: ð15Þ

For our analysis we adopt #m ¼ 0:3, #th ¼ 340, and H0 ¼
65 km s#1 Mpc#1. Given recent discussions (and doubts raised)
regarding whether the baryons modify the dark matter profile, as
expected from ‘‘adiabatic contraction’’ (Dutton et al. 2007), we
consider both an unaltered and an adiabatically contracted NFW
profile in the fit of !tot.

By fitting the observed Vcir(r) with (rd!/dr)1/2 from !tot(r),
shown as equation (10), we can constrain the halo mass of the
MilkyWay. In this fit, we simply adopt an unaltered NFWprofile
and a present-day relation between the mean value of c andMvir,

log10c ¼ 1:075# 0:12( log10Mvir # 12): ð16Þ

This relation is accurate over the range 11 ' logMvir ' 13 and
is based on the model of Macciò et al. (2007) with #m ¼ 0:3,
#" ¼ 0:7, $8 ¼ 0:9, and ni ¼ 1:0. Therefore, theMvir is derived

Fig. 17.—Same as Fig. 16, but here the circular velocity curves were derived
under the assumption of a contracted NFW profile. The solid line indicates the
best-fit circular velocity curve to the Vcir(r) estimates, while the large symbols
represent the Vcir(r) estimates. The contributions of the adoptedmodel components
(i.e., disk, bulge, and halo) and the circular velocity curves based on the Jeans
equation are plotted in different line styles. Estimates of virial mass,Mvir, virial ra-
dius, rvir , and concentration parameter, c, are labeled on the plots.

Fig. 16.—Circular curve estimates matched by a combination of a stellar
bulge and disk and an unaltered NFW dark matter profile. The solid line
indicates the best-fit circular velocity curve to the Vcir(r) estimates, while the
large symbols represent the Vcir(r) estimates. The contributions of the adopted
model components (i.e., disk, bulge, and halo) and the circular velocity curves
based on the Jeans equation are plotted in different line styles. Estimates of virial
mass, Mvir , virial radius, rvir , and concentration parameter, c, are labeled on the
plots.

MILKY WAY DARK MATTER HALO MASS FROM SDSS 1155No. 2, 2008

crucial for indirect detection! 
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Bovy, Tremaine 2012	  

Observations of the Milky way are also consistent with the existence of DM at our 
position in the Galaxy 

The rotation curve is known up to large 
distances 

Observations show that there is need for 
dark matter in the solar neighbourhood 

Uncertainties in the parameters defining 
the halo:  
 
•  local DM density  
•  DM density profile  

(DM density at the galactic centre) 
•  velocity distribution function 

Xue et al. 2008	  

where Mbulge ¼ 1:5 ; 1010 M", c0 ¼ 0:6 kpc, Mdisk ¼ 5 ;
1010 M" , and b ¼ 4 kpc (similar to Smith et al. 2007). The ra-
dial potential for a spherical NFWdensity profile can be expressed
as

!NFW(r) ¼ # 4!G"sr3vir
c3r

ln 1þ cr

rvir

! "
; ð13Þ

where c is a concentration parameter, defined as the ratio of the
virial radius to the scale radius. For standard"CDM cosmogonies
we do not attempt to constrain halo flattening. The parameter "s is
a characteristic density given by

"s ¼
"cr#m#th

3

c3

ln (1þ c)# c=(1þ c)
; ð14Þ

where "cr ¼ 3H2/8!G is the critical density of the universe, #m

is the contribution of matter to the critical density, and #th is the

critical overdensity at virialization. The virial mass can then be
determined from the virial radius using

Mvir ¼
4!

3
"cr#m#thr

3
vir: ð15Þ

For our analysis we adopt #m ¼ 0:3, #th ¼ 340, and H0 ¼
65 km s#1 Mpc#1. Given recent discussions (and doubts raised)
regarding whether the baryons modify the dark matter profile, as
expected from ‘‘adiabatic contraction’’ (Dutton et al. 2007), we
consider both an unaltered and an adiabatically contracted NFW
profile in the fit of !tot.

By fitting the observed Vcir(r) with (rd!/dr)1/2 from !tot(r),
shown as equation (10), we can constrain the halo mass of the
MilkyWay. In this fit, we simply adopt an unaltered NFWprofile
and a present-day relation between the mean value of c andMvir,

log10c ¼ 1:075# 0:12( log10Mvir # 12): ð16Þ

This relation is accurate over the range 11 ' logMvir ' 13 and
is based on the model of Macciò et al. (2007) with #m ¼ 0:3,
#" ¼ 0:7, $8 ¼ 0:9, and ni ¼ 1:0. Therefore, theMvir is derived

Fig. 17.—Same as Fig. 16, but here the circular velocity curves were derived
under the assumption of a contracted NFW profile. The solid line indicates the
best-fit circular velocity curve to the Vcir(r) estimates, while the large symbols
represent the Vcir(r) estimates. The contributions of the adoptedmodel components
(i.e., disk, bulge, and halo) and the circular velocity curves based on the Jeans
equation are plotted in different line styles. Estimates of virial mass,Mvir, virial ra-
dius, rvir , and concentration parameter, c, are labeled on the plots.

Fig. 16.—Circular curve estimates matched by a combination of a stellar
bulge and disk and an unaltered NFW dark matter profile. The solid line
indicates the best-fit circular velocity curve to the Vcir(r) estimates, while the
large symbols represent the Vcir(r) estimates. The contributions of the adopted
model components (i.e., disk, bulge, and halo) and the circular velocity curves
based on the Jeans equation are plotted in different line styles. Estimates of virial
mass, Mvir , virial radius, rvir , and concentration parameter, c, are labeled on the
plots.

MILKY WAY DARK MATTER HALO MASS FROM SDSS 1155No. 2, 2008

Vogelsberger et al. 2008	  

Phase-space structure in the local dark matter distribution 3

for all six halos with about 200 million particles within R200. Fur-
ther details of the halos and their characteristics can be found in
Springel et al. (2008).

In the following analysis we will often compare the six level-2
resolution halos, Aq-A-2 to Aq-F-2. To facilitate this comparison,
we scale the halos in mass and radius by the constant required to
give each a maximum circular velocity of Vmax = 208.49 km/s,
the value for Aq-A-2. We will also sometimes refer to a coordi-
nate system that is aligned with the principal axes of the inner halo,
and which labels particles by an ellipsoidal radius rell defined as
the semi-major axis length of the ellipsoidal equidensity surface on
which the particle sits. We determine the orientation and shape of
these ellipsoids as follows. For each halo we begin by diagonal-
ising the moment of inertia tensor of the dark matter within the
spherical shell 6 kpc < r < 12 kpc (after scaling to a com-
mon Vmax). This gives us a first estimate of the orientation and
shape of the best fitting ellipsoid. We then reselect particles with
6 kpc < rell < 12 kpc, recalculate the moment of inertia tensor
and repeat until convergence. The resulting ellipsoids have minor-
to-major axis ratios which vary from 0.39 for Aq-B-2 to 0.59 for
Aq-D-2. The radius restriction reflects our desire to probe the dark
matter distribution near the Sun.

3 SPATIAL DISTRIBUTIONS

The density of DM particles at the Earth determines the flux of
DM particles passing through laboratory detectors. It is important,
therefore, to determine not only the mean value of the DM density
8 kpc from the Galactic Centre, but also the fluctuations around this
mean which may result from small-scale structure.

We estimate the local DM distribution at each point in our
simulations using an SPH smoothing kernel adapted to the 64
nearest neighbours. We then fit a power law to the resulting dis-
tribution of ln ρ against ln rell over the ellipsoidal radius range
6 kpc < rell < 12 kpc. This defines a smooth model density
field ρmodel(rell). We then construct a density probability distribu-
tion function (DPDF) as the histogram of ρ/ρmodel for all particles
in 6 kpc < rell < 12 kpc, where each is weighted by ρ−1 so that
the resulting distribution refers to random points within our ellip-
soidal shell rather than to random mass elements. We normalise the
resulting DPDFs to have unit integral. They then provide a prob-
ability distribution for the local dark matter density at a random
point in units of that predicted by the best fitting smooth ellipsoidal
model.

In Fig. 1 we show the DPDFs measured in this way for all
resimulations of Aq-A (top panel) and for all level-2 halos after
scaling to a common Vmax (bottom panel). Two distinct compo-
nents are evident in both plots. One is smoothly and log-normally
distributed around ρ = ρmodel, the other is a power-law tail to high
densities which contains less than 10−4 of all points. The power-
law tail is not present in the lower resolution halos (Aq-A-3, Aq-
A-4, Aq-A-5) because they are unable to resolve subhalos in these
inner regions. However, Aq-A-2 and Aq-A-1 give quite similar re-
sults, suggesting that resolution level 2 is sufficient to get a reason-
able estimate of the overall level of the tail. A comparison of the six
level 2 simulations then demonstrates that this tail has similar shape
in different halos, but a normalisation which can vary by a factor
of several. In none of our halos does the fraction of the distribu-
tion in this tail rise above 5× 10−5. Furthermore, the arguments of
Springel et al (2008) suggest that the total mass fraction in the in-
ner halo (and thus also the total volume fraction) in subhalos below

0 150 300 450 600
v [km s-1]

0
1

2

3

4

f(v
) !

 1
0-3

       
-1
0
1

"
 !

 1
0-3

-450 -225 0 225 450
v1 [km s-1]

0
1

2

3

4

f(v
1) 
! 

10
-3

     
-1
0
1

"
 !

 1
0-3

-450 -225 0 225 450
v2 [km s-1]

0
1

2

3

4

f(v
2) 
! 

10
-3

     
-1
0
1

"
 !

 1
0-3

-450 -225 0 225 450
v3 [km s-1]

0
1

2

3

4

f(v
3) 
! 

10
-3

     
-1
0
1

"
 !

 1
0-3

0 150 300 450 600
v [km s-1]

0

1

2

3

4

5

f(v
) !

 1
0-3

Aq-A-1

Figure 2. Top four panels: Velocity distributions in a 2 kpc box at the Solar
Circle for halo Aq-A-1. v1, v2 and v3 are the velocity components parallel
to the major, intermediate and minor axes of the velocity ellipsoid; v is the
modulus of the velocity vector. Red lines show the histograms measured
directly from the simulation, while black dashed lines show a multivari-
ate Gaussian model fit to the individual component distributions. Residuals
from this model are shown in the upper part of each panel. The major axis
velocity distribution is clearly platykurtic, whereas the other two distribu-
tions are leptokurtic. All three are very smooth, showing no evidence for
spikes due to individual streams. In contrast, the distribution of the velocity
modulus, shown in the upper left panel, shows broad bumps and dips with
amplitudes of up to ten percent of the distribution maximum. Lower panel:
Velocity modulus distributions for all 2 kpc boxes centred between 7 and
9 kpc from the centre of Aq-A-1. At each velocity a thick red line gives the
median of all the measured distributions, while a dashed black line gives
the median of all the fitted multivariate Gaussians. The dark and light blue
contours enclose 68% and 95% of all the measured distributions at each ve-
locity. The bumps seen in the distribution for a single box are clearly present
with similar amplitude in all boxes, and so also in the median curve. The
bin size is 5 km/s in all plots.

Central and escape velocities 
Deviations from Maxwellian distribution	  
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Galaxy clusters also contain large amounts of non-luminous matter 

Gavazzi et al.: Weak lensing in Coma 3

Fig. 2. Top panel:Convergencemap for the Coma cluster. Green
contours represent signal-to-noise ratios of 1, 2, . . .5, corre-
sponding to κ = 0.01, 0.02, . . .0.05. Red crosses represent the
bright cluster members lying on the red sequence. Bottom
panel: Gray-scale view of the luminosity distribution of clus-
ter red sequence members with the overlaid contours in green.
The blue dotted contours show the excess X-ray emission over a
smooth β-model X-ray emissivity map (Neumann et al. 2003).

3. Radial mass profile
We now investigate the azimuthally-averaged tangential shear
profile γt(R) which is simply related to the azimuthally-averaged
projected surface mass density profile Σ(R) by the relation

Σcritγt(R) ≡ ∆Σ(R) = M(< R)/(πR2) − Σ(R) , (2)

where we have defined the frequently used rescaled shear ∆Σ
and M(< R) is the projected mass enclosed by radius R.

We measure the radial shear profile average in circular annuli
centered on the peak of the convergence map (α=12:59:39.007,
δ=+27:57:55.93) which is only 40′′ east of NGC 4874, i.e. in
the direction of NGC 4889, which are respectively the brightest
and second brightest member galaxies. Fig. 3 shows the radial
shear profile γt(R) out to the edge of the Megacam field of view
(∼1 Mpc). The bottom panel of this figure shows the same pro-
file once galaxies are rotated by 45◦, which is the curl or B-mode

component of the ellipticity field. In the absence of systematic
PSF correction residuals, this rotated shear profile should be con-
sistent with zero at all scales. This is what we observe.

Fig. 3. Top panel: Radial shear profile measured in Coma as a
function of projected distance. The best-fit NFW profile is over-
laid. Bottom panel: B-mode shear profile showing the negligi-
ble residuals in the rotated shear component.

We attempted to fit a radial shear profile as predicted by the
NFW mass density profile of the form

ρ(r) = ρs(r/rs)−1 (1 + r/rs)−2 (3)

coming from cosmological simulations (Navarro et al.
1997). The corresponding lensing quantities were derived
by Bartelmann (1996). The two relevant quantities that
we fit are the mass M200c enclosed in the radius r200c in
which the mean density is 200 times the critical density
ρcrit and the concentration parameter c200c = r200c/rs. This
implies that ρs = ρcrit

200
3 c

3/ [ln(1 + c) − c/(1 + c)]. Fig. 4
shows the constraints we obtain on these two parameters.
Marginal distributions yield the following constraints2:
M200c = 5.1+4.3

−2.1 × 10
14 h−170M' and c200c = 5.0+3.2

−2.5, which
corresponds to r200c = 1.8+0.6−0.3 Mpc. Fig. 4 also shows the mass-
concentration relation and its 1σ dispersion that were recently
reported by Macciò et al. (2008) assuming WMAP5 cosmo-
logical parameters (Komatsu et al. 2008). The two-dimensional
contours are in good agreement with these predictions. Taking
the conditional p(c200c|M200c) from Macciò et al. (2008) as a
prior on c200c, we marginalize again over the poorly constrained
concentration parameter and obtain constraints on the mass
M′200c = 9.7

+6.1
−3.5 × 10

14 h−170M' or again r200c = 2.2
+0.3
−0.2 Mpc .

In order to allow a comparison with other mass estimates in
the literature, we calculate the virial mass Mvir ≡ M100c and the
corresponding concentration cvir ≡ c100c, since a density con-
trast ∆vir ( 100 is better suited for the assumed cosmology. All
our results regarding both (M200c, c200c) and (Mvir, cvir) as well
as corresponding r200c and rvir values are given in Table 1

These results are in good agreement with mass estimates in
the literature. Kubo et al. (2007) performed a weak lensing mass
estimate of Coma based on the much shallower SDSS data – re-
sulting in nbg ( 1arcmin−2 – but extending out to ∼ 14 h−170 Mpc.

2 Assuming a flat uniform prior in logM200c betwen 13 and 16 and on
c200c between 0.01 and 20 to infer respectively the marginal PDFs p(c)
and p(M200c)

Gavazzi et al 2009 
Kubo et al. 2007	  

Weak lensing techniques also allow to “weigh” galaxy 
clusters by measuring the distortion (shear) of distant 
galaxies behind the cluster. 
 

Coma Cluster 
 

Peculiar motions of galaxies in the Coma cluster 
show that the total mass is much larger than 
the luminous one 
 Zwicky 1933, ‘37 
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The bullet cluster (a.k.a. merging galaxy cluster 1E0657-56)  

Clowe, González, Markevitch 2003 
Clowe et al. 2006 

Bradac et al. 2006 

The observed displacement between the bulk of the baryons and the gravitational 
potential favours the dark matter hypothesis versus modifications of gravity. 
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Numerical simulations reproduce the filamentary structure of the Universe at 
large scale 

Simulación “Mare Nostrum” 

It provides the 
gravitational “seeds” for 
the formation of 
galaxies 
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Figure 1: Mass reconstruction of A 222/223. The background image is a three colour-
composite SuprimeCam image based on observations with the 8 m Subaru telescope
during the nights of Oct. 15 (A 222) and 20 (A 223), 2001 in V-, Rc- and i�-bands.
We obtained the data from the SMOKA science archive (http://smoka.nao.ac.jp/).
The FWHM of the stellar point-spread function varies between 0.��57 and 0.��70 in our final
co-added images. Overlayed are the reconstructed surface mass density (blue) above
κ = 0.0077, corresponding to Σ = 2.36× 1013 M⊙ Mpc−2, and significance contours above
the mean of the field edge, rising in steps of 0.5σ and starting from 2.5σ. Dashed con-
tours mark underdense regions at the same significance levels. Supplementary Figure 1
shows the corresponding B-mode map. The reconstruction is based on 40,341 galax-
ies whose colours are not consistent with early type galaxies at the cluster redshift. The
shear field was smoothed with a 2� Gaussian. The significance was assessed from the
variance of 800 mass maps created from catalogues with randomised background galaxy
orientation. We measured the shapes of these galaxies primarily in the Rc-band, sup-
plementing the galaxy shape catalogue with measurements from the other two bands for
galaxies for which no shapes could be measured in the Rc-band, to estimate the gravita-
tional shear25,26. A 222 is detected at ∼ 8.0σ in the south, A 223 is the double-peaked
structure in the north seen at ∼ 7σ.

Dietrich et al. 2012 

Dark matter  
filament 
between two 
galaxy  
clusters 

... and in fact dark matter filaments might have been recently observed 

Using weak-
lensing 
techniques 



Observations of the Cosmic microwave Background can be used to determine the 
components of our Universe  

Dark Energy	  

Dark Matter	  

Baryons	  

68.5%	  

26.6%	  

WMAP and Planck precision data of the 
CMB anisotropies allow the determination 
of cosmological parameters 

4.9%	  

The dark matter abundance is measured accurately	  

Spin values

Authors
1 Instituto de F́ısica Teórica, UAM/CSIC, Universidad Autónoma de Madrid, Cantoblanco, E-28049, Madrid, Spain and

2 Departamento de F́ısica Teórica, Universidad Autónoma de Madrid, Cantoblanco, E-28049, Madrid, Spain

Here abstract.

ΩΛh
2 = 0.3116± 0.009 (1)

Ωch
2 = 0.1196± 0.003 (2)

Ωbh
2 = 0.02207± 0.00033 (3)

COBE, WMAP, Planck	  

Planck 2013	  
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Observations of the Cosmic microwave Background can be used to determine the 
components of our Universe  
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The matter distribution can also be 
determined from lensing measurements 
on the CMB 
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Planck Collaboration: Gravitational lensing by large-scale structures with Planck

improve on this first full-sky map of the CMB lensing poten-
tial. As is illustrated in the simulated reconstruction of Fig. 4,
there will be clear visual correlations between this map and fu-
ture measurements.

In Fig. 10 we plot the power spectra of our individual 100,
143, and 217 GHz reconstructions as well as the minimum-
variance reconstruction. The agreement of all four spectra is
striking. Overall, our power spectrum measurement is reason-
ably consistent with the ΛCDM prediction, given our measure-
ment error bars. Dividing the L ∈ [1, 2048] multipole range into
bins of ∆L = 64 and binning uniformly in [L(L + 1)]2CφφL , we
obtain a reduced χ2 for the difference between our power spec-
trum estimate and the model of 40.7 with 32 degrees of freedom.
The associated probability to exceed is 14%. On a detailed level,
there are some discrepancies between the shape and amplitude
of our power spectrum and the fiducial model however. Our like-
lihood is based on the multipole range 40 ≤ L ≤ 400, which
captures 90% of the available signal-to-noise for an amplitude
constraint on CφφL . This range was chosen as the region of our
spectrum least likely to be contaminated by systematic effects
(primarily uncertainties in the mean-field corrections at low-L,
and uncertainties in the Gaussian and point-source bias correc-
tions at high-L). Estimating an average amplitude for the fiducial
lensing power spectrum for a single bin over this multipole range
using Eq. (25) we find an amplitude of Â40→400 = 0.94 ± 0.04
relative to the fiducial model (which has A = 1). The power in
this region is consistent with the fiducial model, although 1.5σ
low (the corresponding probability-to-exceed for the χ2 of this
difference is 15%). The low- and high-L extent of our likelihood
were deliberately chosen to have enough expected lensing signal
to enable a 10σ detection of lensing on either side, bookending
our likelihood with two additional consistency tests. On the low-
L side, we have a good agreement with the expected power. As
will be discussed in Sect. 7.4, our measurement at L < 10 fails
some consistency tests at a level comparable to the expected sig-
nal. The L < 10 modes, which we suspect are somewhat con-
taminated by errors in the mean-field subtraction, are neverthe-
less consistent with the fiducial expectation, as can be seen in
Fig. 10; we measure Â1→10 = 0.44±0.54. Extending to the lower
limit of our likelihood, with a single bin from 10 ≤ L ≤ 40 we
measure Â10→40 = 1.02 ± 0.12. On the high-L side of our fidu-
cial likelihood, there is tension however. Extending from the fi-
nal likelihood multipole at L = 400 to the maximum multipole
of our reconstruction, we find Â400→2048 = 0.68 ± 0.13, which
is in tension with A = 1 at a level of just over 2.4σ. The rel-
atively low power in our reconstruction is driven by a dip rel-
ative to the ΛCDM model spectrum between 500 < L < 750,
as can be seen in Fig. 10. We show this feature more clearly
in the residual plot of Fig. 11. This deficit of power is in turn
driven by the 143 GHz data. For an estimate of the power spec-
trum using only 143 GHz, we measure Â143

400→2048 = 0.37 ± 0.18.
The 217 GHz reconstruction is more consistent with the model,
having Â217

400→2048 = 0.82 ± 0.17. These two measurements are
in tension; we have Â217−143

400→2048 = 0.45 ± 0.18, which is a 2.5σ
discrepancy. The error bar on this difference accounts for the ex-
pected correlation between the two channels due to the fact that
they see the same CMB sky. A larger set of consistency tests
will be presented in Sect. 7. We note for now that the bins from
40 < L < 400 used in our likelihood pass all consistency tests,
and show better agreement between 143 and 217 GHz. Although
L < 40 and L > 400 are not included in our nominal likelihood,
when discussing the use of the lensing likelihood for cosmo-
logical parameter constraints in the following section we will

φWF(n̂)

Galactic North

φWF(n̂)

Galactic South

Fig. 8. Wiener-filtered lensing potential estimate
φWF

LM ≡ CφφL (φ̄LM − φ̄MF
LM ) for our MV reconstruction, in Galactic

coordinates using orthographic projection. The reconstruction
is bandpass filtered to L ∈ [10, 2048]. The Planck lens recon-
struction has S/N ≤ 1 for individual modes on all scales, so
this map is noise dominated. Comparison between simulations
of reconstructed and input φ in Fig. 4 show the expected level
of visible correlation between our reconstruction and the true
lensing potential.

Galactic South - 143 GHz Galactic South - 217 GHz

Fig. 9. Wiener-filtered lensing potential estimates, as in Fig. 8,
for the individual 143 and 217 GHz maps.
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Dark Baryons and MACHOs 

Baryonic dark matter cannot account for the observed amount of dark matter 
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Relativistic (hot) dark matter (with a large free-streaming length) damp the power 
spectrum of density fluctuations at large scales (for neutrinos this corresponds to the 
scale of superclusters) 

Non-relativistic at the epoch of structure formation (a.k.a. cold)? 

Hot dark matter predicts a top-down hierarchy in structure formation (small structures 
forming by fragmentation of larger ones). Observation shows that galaxies are older 
than superclusters. 

N-body simulations usually 
predict many more satellites of 
galaxies than are observed...  
 
Solutions include strongly 
interacting DM or warm dark 
matter with masses around 1 
keV. 
 
Or maybe subhaloes do not 
contain enough visible matter 
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The Standard Model does not contain any viable candidate for dark matter 

Dark Matter is one of the clearest hints of Physics Beyond the SM  

Neutrinos constitute a tiny part of (Hot) 
dark matter 

1

σSI = 10−9 pb

σSD = 10−5 pb

mχ = 50 GeV

ε = 300 kg yr (1)

σSI = 0

σSD = 10−3 pb

mχ = 70 GeV

ε = 300 kg yr (2)

σSI = 10−8 pb

σSD = 10−5 pb

mχ = 10 GeV

ε = 300 kg yr (3)

εGe = 300 kg yr εSi = 40 kg yr (4)

(fp/fn)Ge = 0.79 (5)

(fp/fn)Si = 1 (6)

(fp/fn)Xe = 0.70 (7)

(fp/fn)Na = 0.92 (8)

(fp/fn)F = 0.9 (9)

(10)

Ωνh
2 =

∑
i mνi

91.5eV
! 0.003 (11)

Hot dark matter not consistent with 
observations on structure formation. 
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We don’t know yet what DM is... but we do know many of its properties 
 

Good candidates for Dark Matter have to fulfil the following conditions	  

•  Neutral 
•  Stable on cosmological scales 
•  Reproduce the correct relic abundance 
•  Not excluded by current searches 
•  No conflicts with BBN or stellar evolution	  

Many candidates in Particle Physics	  

•  Axions 
•  Weakly Interacting Massive Particles (WIMPs) 
•  SuperWIMPs and Decaying DM 
•  WIMPzillas 
•  Asymmetric DM 
•  SIMPs, CHAMPs, SIDMs, ETCs... 	   ... they have very different properties	  
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WIMPs can be thermally produced in the early universe in just the right amount  
 

The freeze-out temperature (and hence the relic abundance) depends on the DM 
annihilation cross-section	  

A generic (electro)Weakly-Interacting Massive 
Particle can reproduce the observed relic 
density.	  
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Supersymmetric dark matter  

Minimal SUSY extension 	  

Goldberg ’83 
Ellis, Hagelin, Nanopoulos, Olive, Srednicki ’83 

 Krauss ‘83 

Ibáñez ’84 
 Hagelin, Kane, Rabi ’84 

Sneutrino 
 
They annihilate very quickly and the regions 
where the correct relic density is obtained are 
already experimentally excluded 

Neutralino 
 
Good annihilation cross section. it is a WIMP 

Gravitino (Superpartner of the graviton) 
Axino (Superpartner of the axion) 

Extra-weakly interacting massive particles 
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Indirect Detection 

WIMP 

Super 
Heavy DM 

Light DM Ax ion- l i ke 
particles 

R DDM 

Super 
WIMPs 

Dark matter can be searched for in different ways 

Direct Detection 

Accelerator 
Searches 

LHC (ILC) 

DAMA/LIBRA 
CDMS, SuperCDMS 
XENON 
KIMS 
COUPP 
PICASSO 
ZEPLIN 
CoGeNT 
CRESST 
SIMPLE 
ZEPLIN 
ANAIS 
XMASS 
... 

PAMELA 
Fermi 

MAGIC 
AMS 

ANTARES 
IceCube 

CTA 
... 

(DM-nuclei scattering) 

(DM annihilation) 

(DM production) 
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probing different aspects of the DM interactions with ordinary matter 

q

q
(     )

collider searches

via antiprotons

indirect searches

d
i
r
e
c
t
 
s
e
a
r
c
h
e
s

Many DM models can be 
probed by the different 
experimental techniques 

“Redundant” detection can 
be used to extract DM 
properties 

Constraints in one sector 
might affect observations in 
the other two. 

Indirect Detection 

PAMELA 
Fermi 

MAGIC 
AMS 

ANTARES 
IceCube 

CTA 
... 

(DM annihilation) 

Accelerator 
Searches 

LHC (ILC) (DM production) 

COMPLEMENTARITY 
of DM searches 
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Direct Detection 

DAMA/LIBRA 
CDMS, SuperCDMS 
XENON 
KIMS 
COUPP 
PICASSO 
ZEPLIN 
CoGeNT 
CRESST 
SIMPLE 
ZEPLIN 
ANAIS 
XMASS 
... 

(DM-nuclei scattering) 



Indirect detection 
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Observe the products of Dark Matter annihilation (or decay!) 

Subject to large uncertainties and very dependent on the halo parameters  

Indirect detection, signals or backgrounds? 

(positrons, antiprotons, antideuterons) 

(e.g., from the galactic centre or other 
galaxies) 

(from the centre of the Sun or the 
Earth) 
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The antimatter puzzle... 

PAMELA satellite revealed an excess in the positron fraction but no excess in the 
antiproton signal. 	  

Is this an evidence of 
DM annihilation? 	  

Even Decaying DM 
could account for it	  



The antimatter puzzle... 

PAMELA satellite revealed an excess in the positron fraction but no excess in the 
antiproton signal.	  

Astrophysical explanation in terms of pulsars is plausible.	   See e.g., Delahaye et al. 2010 

Too small signals in canonical models (WIMP)	  

•  boost factors (inhomogeneities? IMBH?) 
•  play with propagation parameters 
•  non-thermal DM 
•  decaying dark matter	  

Why are there no antiprotons?	  

•  Majorana fermions disfavoured (neutralino) 
•  Leptophilic dark matter	  

The interpretation in terms of DM is very 
complicated	  

No evidence for associated gamma ray excess	  

•  decaying dark matter	  
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The antimatter puzzle... 

New AMS results up to 500 GeV shows a “plateau” (or is it starting to decrease??)	  
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Fermi data on total flux of positrons and electrons came as a further constraint 

Astrophysical explanation in terms of pulsars is plausible.	   See e.g., Delahaye et al. 2010 
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Antiproton searches show no hint for DM 

The antiproton data is good enough to constrain very light WIMPs	  

Donato et al. 2008 
Salati, Donato, Fornengo 2010 

... also a potentially promising future in antideuteron searches... 	  

Bottino, Donato, Fornengo, Salati 2005 
Salati, Donato, Fornengo 2010 

The predicted flux for a very light WIMP 
annihilating into quarks may exceed  
observations	  

Lavalle 2010 

DGC, Delahaye, Lavalle 2012 

Light WIMPs annihilating in scalar 
particles?	  

See also latest results by BESS-II	  
BESS-II ‘11 

32	  TAE	  Benasque	  2014	  



Internal 
bremsstrahlung 

Continuum (secondary photons) 

Gamma rays from DM annihilation 

Direct gamma emission (features, lines) 

Fragmentation, 
hadronization and 
decays of SM 
particles 

f̄

f

γ

χ

χ

η

f̄

f

γ

χ

χ

η

f̄

f

γ

χ

χ

η

Figure 1. Feynman diagrams of the processes that contribute in leading order to the three-body
annihilation cross-section and produce internal bremsstrahlung. The first diagram very roughly cor-
responds to VIB, the second and third to FSR (but note that these contributions can be properly
defined and separated in a gauge-invariant way [22]).

mass-splitting of µ = 1.1. The spectra of secondary photons that stem from the subsequent
decay or fragmentation of the produced fermions are derived using Pythia 6.4.19 [56]. Note
that in case of bottom-quark final states we also take into account the production of VIB
gluons following Refs. [48, 57].1 For two-body annihilation, we cross-checked our results
with the analytical fits from Ref. [58, 59] and find very good agreement. From Fig. 2 it
is clear that for small enough mass-splittings the gamma-ray spectrum at high energies is
completely dominated by VIB photons, which show up as a pronounced peak at energies
close to the dark matter mass. Secondary photons and FSR only become relevant at lower
energies, or for larger values of µ. In our spectral analysis of galactic center fluxes presented in
Section 3, we will entirely concentrate on the spectral VIB feature and neglect the featureless
secondary photons. We will consider the range 1 < µ ! 2, because the VIB feature is most
important in the nearly degenerate case. In this range, the shape of the VIB spectrum is
almost independent of µ (it becomes slightly wider for larger µ), but its normalization can
vary rather strongly: for µ = 1.1 (µ = 2.0), the rate is already suppressed by a factor of 0.55
(0.05) with respect to the exactly degenerate µ = 1 case; for large µ, the rate scales as ∝ µ−4

(whereas the two-body annihilation rate scales like ∝ µ−2). For comparison with our main
results, we will also derive limits from dwarf galaxy observations (see Section 4.1); in this
case we will take into account both VIB and secondary photons.

2.2 Connection to the MSSM

Before continuing, let us briefly mention the connection between our toy model and the much
more often studied case of supersymmetry. The minimal supersymmetric extension to the
standard model (MSSM) is extremely well motivated from a particle physics point of view—
leading, in particular, to a unification of gauge couplings and strongly mitigating fine-tuning
issues in the Higgs sector—and the stability of the lightest supersymmetric particle (LSP)
is guaranteed by the conservation of R-parity; if it is neutral and weakly interacting, the
LSP thus makes for an ideal DM candidate (for a comprehensive and pedagogical primer to
supersymmetry and the MSSM see e.g. Ref. [61]).

In most cases, the lightest neutralino is the LSP, and thus a prime candidate for WIMP
DM [3]. It is a linear combination of the superpartners of the neutral components of the

1We use throughout the values αs = 0.118 and αem = 1/128 as evaluated at the mass of the Z boson. For
DM masses mχ = 40 to 300 GeV this approximation affects the VIB photon cross-section at the few percent
level, and the gluon VIB cross-section by ! 20%.
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130 GeV dark matter and the Fermi gamma-ray line

James M. Cline∗

Department of Physics, McGill University, 3600 Rue University, Montréal, Québec, Canada H3A 2T8

Based on tentative evidence for a peak in the Fermi gamma-ray spectrum originating from near
the center of the galaxy, it has been suggested that dark matter of mass ∼ 130 GeV is annihilating
directly into photons with a cross section ∼ 24 times smaller than that needed for the thermal
relic density. We propose a simple particle physics model in which the DM is a scalar X, with a
coupling λXX2|S|2 to a scalar multiplet S carrying electric charge, which allows for XX → γγ at
one loop due to the virtual S. We predict a second monochromatic photon peak at 114 GeV due
to XX → γZ. The S is colored under a hidden sector SU(N) or QCD to help boost the XX → γγ
cross section. The analogous coupling λhh

2|S|2 to the Higgs boson can naturally increase the partial
width for h → γγ by an amount comparable to its standard model value, as suggested by recent
measurements from CMS. Due to the hidden sector SU(N) (or QCD), S binds to its antiparticle
to form S-mesons, which will be pair-produced in colliders and then decay predominantly to XX,
hh, or to glueballs of the SU(N) which subsequently decay to photons. The cross section for X on
nucleons is close to the Xenon100 upper limit, suggesting that it should be discovered soon by direct
detection.

Refs. [1, 2] have recently found tentative evidence for
a narrow spectral feature at Eγ = 130 GeV in the Fermi-
LAT [3] data (a 4.6σ excess, or 3.3σ taking into account
the look-elsewhere effect), and have interpreted it as pho-
tons from the annihilation of dark matter (DM) of the
same mass. The Fermi collaboration does not yet re-
port such a signal, but their most recent upper limit of
〈σv〉 ∼ 10−27cm3s−1 (assuming an Einasto profile) for
130 GeV DM to annihilate into two photons [4] is con-
sistent with the required cross section found in [2]. The
DM interpretation was bolstered in ref. [5], which showed
that the two-photon annihilation channel gives a better
fit to the feature than do other final states leading to
photons, the others tending to give a broader peak than
is observed. Ref. [6] has suggested that the excess has
an astrophysical origin associated with the Fermi bub-
ble regions, but ref. [5] claims to locate the spatial re-
gions in which the signal is maximized, indicating that
the strongest emission is coming from close to the galac-
tic center and not the Fermi bubble regions. In this note
we adopt the annihilating DM hypothesis and propose a
model which can account for the monochromatic photon
line.1

q e

q e

!X !X

"

"

+S
X

X s

s

2(q e)s

FIG. 1: Feynman diagrams for the annihilation XX → γγ
mediated by virtual S.

∗Electronic address: jcline@physics.mcgill.ca
1 For an alternative model involving an extra U(1) gauge boson
see [7]. See also [8] for an earlier model that can provide gamma
ray lines from DM annihilation.

Dark matter (here denoted by X) should couple only
weakly to photons, if at all, at tree-level [9, 10]. One way
to insure the “darkness” of the DM is for it to couple
to photons only via loops. At one loop, the DM should
couple directly to charged particles S. To make a renor-
malizable coupling of this type, both X and S must be
bosons, since the stability of X and the conservation of
charge require X2 and |S|2. This leads us to consider the
interactions

Lint =
λX

2
X2 |S|2 + λh|H |2 |S|2 +

λhX

2
|H |2 X2 (1)

betweenX , the Higgs doubletH , and S. The second cou-
pling is not necessary, but neither is there is any reason to
forbid it, and in fact we will show that it can naturally
give rise to an interesting enhancement in the h → γγ
branching ratio, for the same values of the S mass and
charge as needed to explain the Fermi line. The third
coupling is useful for achieving the correct relic density
of X [11], as we will discuss. The stability of X is insured
by the Z2 symmetry X → −X .

Decays of S. It is necessary to make S unstable
in order to avoid charged relics, on whose abundance
there are very stringent bounds from terrestrial searches
for anomalous heavy isotopes [12, 13] and from their ef-
fects on big bang nucleosynthesis [14, 15]. We will also
find it useful to let S transform under QCD or a hid-
den SU(N) gauge symmetry, in order to boost the cross
section for XX → γγ. Suppose S is in the fundamen-
tal representation of SU(N) for definiteness. If SU(N)
is QCD and S has charge 4/3, it can decay into right-
handed up-type quarks through the renormalizable op-
erator εαβγSαūR,βuc

R,γ . If the SU(N) is exotic, then S
could decay into a lighter, neutral fundamental repre-
sentation field T and two charged right-handed fermions
through a dimension 5 operator. For example, if S has
charge qS = 2, the decay into T + e+ + e+ occurs via the

2 Gamma-ray flux from dark matter annihilation

The continuum gamma-ray differential flux from DM annihilation from a given observational region
∆Ω in the galactic halo has two main contributions: Prompt and Inverse Comptom Scattering
(ICS),

dΦγ

dEγ
(Eγ ,∆Ω) =

(

dΦγ

dEγ

)

prompt

+

(

dΦγ

dEγ

)

ICS

. (1)

We detail both contributions in the next subsections.

2.1 Prompt gamma rays

A continuous spectrum of gamma rays is produced by the decays of π0’s generated in the cascading
of annihilation products and by internal bremsstrahlung. While the former process is completely
determined for each given final state of annihilation, the latter depends on the details of the DM
model, such as the spin of the DM particle and the properties of the mediating particle. Neverthe-
less, it is known that internal bremsstrahlung always contains much model-independent final state
radiations, which are emitted directly from charged particles in the final states. In our analysis of
generic DM models, we only consider these components of the continuum spectrum (HOW IMPOR-
TANT ARE THE OTHERS?). It is a safe choice for the conservative approach that we follow, since
the inclusion of model-dependent components like (WHICH ARE THE OTHERS?) virtual internal
bremsstrahlung would make constraints stronger.

The prompt contribution can be written as

(

dΦγ

dEγ

)

prompt

=
∑

i

dN i
γ

dEγ
〈σiv〉

1

8πm2
DM

J̄(∆Ω)∆Ω , (2)

where the discrete sum is over all DM annihilation channels, dN i
γ/dEγ is the differential gamma-ray

yield, 〈σiv〉 is the annihilation cross section averaged over its velocity distribution, mDM is the mass
of the DM particle, and the quantity J̄(∆Ω), commonly known as the J-factor, is defined as

J̄(∆Ω) ≡
1

∆Ω

∫

dΩ

∫

l.o.s.
ρ2(r(l,Ψ)) dl . (3)

This quantity accounts for both the DM distribution and the geometry of the problem1. The integral
of the DM squared density ρ2 in the direction of observation Ψ is along the line of sight (l.o.s), and
r and l represent the galactocentric distance and the distance to the Earth, respectively.

In eq. (2), all the dependence on astrophysical parameters is contained in the factor J̄(∆Ω)∆Ω,
whereas the rest of the terms contain the particle physics details2. The most crucial aspect in the
calculation of J̄(∆Ω)∆Ω is related to the modeling of the DM distribution.

1In other works it also includes instrumental effects such as the Point Spread Function, see e.g., Refs.[4, 5, 6, 7].
CHECK THIS COMMENT

2Strictly speaking, both terms are not completely independent each other, as the minimum predicted mass for
DM halos is set by the properties of the DM particle and it is expected to play an important role also in the J-factor.
CHECK THIS COMMENT
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Astrophysical input	  

DM Density profile 
Region of observation (backgrounds)	  

Theoretical input	  

DM annihilation cross section IN THE HALO 

mW = 100GeV

ε = 300 kg yr (1.27)

〈σv〉 ≈ a + bv2 (1.28)

v2Decoupling ≈ 1/20 (1.29)

v2halo ≈ 10−7 (1.30)

4
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considered in our analysis becomes

L(D|pW,{p}i) =
�

i

LLAT
i (D|pW,pi)

× 1

ln(10) Ji
√
2πσi

e−[log10(Ji)−log10(Ji)]
2
/2σ2

i ,

(1)

where LLAT
i denotes the binned Poisson likelihood that is

commonly used in a standard single ROI analysis of the

LAT data and takes full account of the point-spread func-

tion, including its energy dependence; i indexes the ROIs;

D represents the binned gamma-ray data; pW represents

the set of ROI-independent DM parameters (�σannv� and
mW ); and {p}i are the ROI-dependent model parame-

ters. In this analysis, {p}i includes the normalizations

of the nearby point and diffuse sources and the J factor,

Ji. log10(Ji) and σi are the mean and standard devia-

tions of the distribution of log10 (Ji), approximated to be

Gaussian, and their values are given in Columns 5 and

6, respectively, of Table I.

The fit proceeds as follows. For given fixed values of

mW and bf , we optimize − lnL, with L given in Eq. 1.

Confidence intervals or upper limits, taking into account

uncertainties in the nuisance parameters, are then com-

puted using the “profile likelihood”technique, which is

a standard method for treating nuisance parameters in

likelihood analyses (see, e.g., [32]), and consists of calcu-

lating the profile likelihood − lnLp(�σannv�) for several

fixed masses mW , where, for each �σannv�, − lnL is min-

imized with respect to all other parameters. The inter-

vals are then obtained by requiring 2∆ ln(Lp) = 2.71 for

a one-sided 95% confidence level. The MINUIT subrou-

tine MINOS [33] is used as the implementation of this

technique. Note that uncertainties in the background fit

(diffuse and nearby sources) are also treated in this way.

To summarize, the free parameters of the fit are �σannv�,
the J factors, and the Galactic diffuse and isotropic back-

ground normalizations as well as the normalizations of

near-by point sources. The coverage of this profile joint

likelihood method for calculating confidence intervals has

been verified using toy Monte Carlo calculations for a

Poisson process with known background and Fermi-LAT
simulations of Galactic and isotropic diffuse gamma-ray

emission. The parameter range for �σannv� is restricted

to have a lower bound of zero, to facilitate convergence of

the MINOS fit, resulting in slight overcoverage for small

signals, i.e., conservative limits.

RESULTS AND CONCLUSIONS

As no significant signal is found, we report upper lim-

its. Individual and combined upper limits on the anni-

hilation cross section for the bb̄ final state are shown in

Fig. 1; see also [34]. Including the J-factor uncertainties

FIG. 1. Derived 95% C.L. upper limits on a WIMP anni-
hilation cross section for all selected dSphs and for the joint
likelihood analysis for annihilation into the bb̄ final state. The
most generic cross section (∼ 3 · 10−26 cm3s−1 for a purely s-
wave cross section) is plotted as a reference. Uncertainties in
the J factor are included.

FIG. 2. Derived 95% C.L. upper limits on a WIMP annihila-
tion cross section for the bb̄ channel, the τ+τ− channel, the
µ+µ− channel, and the W+W− channel. The most generic
cross section (∼ 3 ·10−26 cm3s−1 for a purely s-wave cross sec-
tion) is plotted as a reference. Uncertainties in the J factor
are included.

in the fit results in increased upper limits compared to

using the nominal J factors. Averaged over the WIMP

masses, the upper limits increase by a factor up to 12

for Segue 1, and down to 1.2 for Draco. Combining the

dSphs yields a much milder overall increase of the upper

limit compared to using nominal J factors, a factor of

1.3.

The combined upper limit curve shown in Fig. 1 in-

cludes Segue 1 and Ursa Major II, two ultrafaint satel-

lites with small kinematic data sets and relatively large
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sistent with WMAP. Blue points have a lower thermal relic density but it is assumed

that neutralinos still comprise all of the DM in virtue of additional non-thermal produc-

tion processes. The line indicate the Fermi 95% upper limits obtained from likelihood

analysis on the 8 selected dwarfs. Figure from [31].

of the parameter space are included. We can see in Fig. 2 that these (red) points remain

unconstrained.

No excess has been observed either from dSphs in Cherenkov telescopes like HESS,

VERITAS, MAGIC and Whipple, implying limits from these studies that vary between

a few times ∼ 10
−23

to a few times 10
−22

cm
3
s
−1

for a 1 TeV mass neutralino. Let us

remark that Cherenkov telescopes are more sensitive to DM particles with high masses

(higher than about 200 GeV), and their searches are thus complementary to those of

Fermi.

In a recent work [33], using 24 months of data, adding Segue 1 and Carina to

the sample of 8 dSphs analyzed in [31], and including the uncertainty in the DM

distribution, Fermi-LAT collaboration was able to obtain stronger constrains combining

all the dSph observations into a single joint likelihood function. The upper limits on

the annihilation cross section can be seen in Fig. 3 from ref. [33]. Thus WIMPs with

thermal cross sections are ruled out up to a mass of about 27 GeV for the bb̄ channel
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considered in our analysis becomes

L(D|pW,{p}i) =
�

i

LLAT
i (D|pW,pi)

× 1

ln(10) Ji
√
2πσi

e−[log10(Ji)−log10(Ji)]
2
/2σ2

i ,

(1)

where LLAT
i denotes the binned Poisson likelihood that is

commonly used in a standard single ROI analysis of the

LAT data and takes full account of the point-spread func-

tion, including its energy dependence; i indexes the ROIs;

D represents the binned gamma-ray data; pW represents

the set of ROI-independent DM parameters (�σannv� and
mW ); and {p}i are the ROI-dependent model parame-

ters. In this analysis, {p}i includes the normalizations

of the nearby point and diffuse sources and the J factor,

Ji. log10(Ji) and σi are the mean and standard devia-

tions of the distribution of log10 (Ji), approximated to be

Gaussian, and their values are given in Columns 5 and

6, respectively, of Table I.

The fit proceeds as follows. For given fixed values of

mW and bf , we optimize − lnL, with L given in Eq. 1.

Confidence intervals or upper limits, taking into account

uncertainties in the nuisance parameters, are then com-

puted using the “profile likelihood”technique, which is

a standard method for treating nuisance parameters in

likelihood analyses (see, e.g., [32]), and consists of calcu-

lating the profile likelihood − lnLp(�σannv�) for several

fixed masses mW , where, for each �σannv�, − lnL is min-

imized with respect to all other parameters. The inter-

vals are then obtained by requiring 2∆ ln(Lp) = 2.71 for

a one-sided 95% confidence level. The MINUIT subrou-

tine MINOS [33] is used as the implementation of this

technique. Note that uncertainties in the background fit

(diffuse and nearby sources) are also treated in this way.

To summarize, the free parameters of the fit are �σannv�,
the J factors, and the Galactic diffuse and isotropic back-

ground normalizations as well as the normalizations of

near-by point sources. The coverage of this profile joint

likelihood method for calculating confidence intervals has

been verified using toy Monte Carlo calculations for a

Poisson process with known background and Fermi-LAT
simulations of Galactic and isotropic diffuse gamma-ray

emission. The parameter range for �σannv� is restricted

to have a lower bound of zero, to facilitate convergence of

the MINOS fit, resulting in slight overcoverage for small

signals, i.e., conservative limits.

RESULTS AND CONCLUSIONS

As no significant signal is found, we report upper lim-

its. Individual and combined upper limits on the anni-

hilation cross section for the bb̄ final state are shown in

Fig. 1; see also [34]. Including the J-factor uncertainties

FIG. 1. Derived 95% C.L. upper limits on a WIMP anni-
hilation cross section for all selected dSphs and for the joint
likelihood analysis for annihilation into the bb̄ final state. The
most generic cross section (∼ 3 · 10−26 cm3s−1 for a purely s-
wave cross section) is plotted as a reference. Uncertainties in
the J factor are included.

FIG. 2. Derived 95% C.L. upper limits on a WIMP annihila-
tion cross section for the bb̄ channel, the τ+τ− channel, the
µ+µ− channel, and the W+W− channel. The most generic
cross section (∼ 3 ·10−26 cm3s−1 for a purely s-wave cross sec-
tion) is plotted as a reference. Uncertainties in the J factor
are included.

in the fit results in increased upper limits compared to

using the nominal J factors. Averaged over the WIMP

masses, the upper limits increase by a factor up to 12

for Segue 1, and down to 1.2 for Draco. Combining the

dSphs yields a much milder overall increase of the upper

limit compared to using nominal J factors, a factor of

1.3.

The combined upper limit curve shown in Fig. 1 in-

cludes Segue 1 and Ursa Major II, two ultrafaint satel-

lites with small kinematic data sets and relatively large
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that neutralinos still comprise all of the DM in virtue of additional non-thermal produc-

tion processes. The line indicate the Fermi 95% upper limits obtained from likelihood

analysis on the 8 selected dwarfs. Figure from [31].

of the parameter space are included. We can see in Fig. 2 that these (red) points remain

unconstrained.

No excess has been observed either from dSphs in Cherenkov telescopes like HESS,

VERITAS, MAGIC and Whipple, implying limits from these studies that vary between

a few times ∼ 10
−23

to a few times 10
−22

cm
3
s
−1

for a 1 TeV mass neutralino. Let us

remark that Cherenkov telescopes are more sensitive to DM particles with high masses

(higher than about 200 GeV), and their searches are thus complementary to those of

Fermi.

In a recent work [33], using 24 months of data, adding Segue 1 and Carina to

the sample of 8 dSphs analyzed in [31], and including the uncertainty in the DM

distribution, Fermi-LAT collaboration was able to obtain stronger constrains combining

all the dSph observations into a single joint likelihood function. The upper limits on

the annihilation cross section can be seen in Fig. 3 from ref. [33]. Thus WIMPs with

thermal cross sections are ruled out up to a mass of about 27 GeV for the bb̄ channel
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FIG. 1: Illustration of the Neyman confidence belt construc-

tion used to generate upper limits on ΦPP. Each axis rep-

resents the number of events that could be observed from a

given dwarf (here, Dwarf A has a larger J value than Dwarf B

does). The shaded area, bordered by the solid line, represents

the confidence belt for a particular value of ΦPP. The dashed

lines are the borders of the confidence belts for different values

of ΦPP, with ΦPP increasing from left to right. The borders

are chosen to be normal to a vector of “sensitivities”, which

weights each dwarf according to the relative strength of its

dark matter signal. Once a measurement is made (shown by

the star) the confidence interval for ΦPP contains all values of

ΦPP whose confidence belt contains the measured point. The

dotted line shows the border for an alternative construction of

the confidence belts which gives equal weight to each dwarf.

the assumption that the empirically derived background
PMFs, exposures, and J values are correct, the belts have
the proper coverage.

In order to derive an upper limit on ΦPP, the N -space
should be divided into two simple parts and the belt
D(ΦPP) should consist of the “large” N values (i.e. the
region containing Ni = ∞). This is illustrated in Fig. 1
for an example joint analysis of two dwarfs. The sim-
plest choice for the confidence belt boundaries are planes
with normal vectors parallel to (1, . . . , 1), represented in
Fig. 1 by the dotted line. A measured set of Ni is in such
a confidence belt if the sum of the Ni is greater than
some value. This is equivalent to “stacking” the events
from each dwarf and then analyzing this single image.
However, because the dwarfs are treated equally, pho-
tons from a dwarf with a small J value are considered
as likely to have come from dark matter as are photons
from a dwarf with large J . This is an inefficient choice
for the confidence belts. Naively, one extra photon from
Draco (J ∝ 0.63) should raise the upper limit more than

FIG. 2: Derived 95% upper limit on �σAv� as a function of

mass for dark matter annihilation into bb̄ and τ+τ−
. The

shaded area reflects the 95-percentile of the systematic un-

certainty in the dark matter distribution of the dwarfs. The

canonical annihilation cross section for a thermal WIMP mak-

ing up the total observed dark matter abundance is shown by

the dashed line. The inset figure shows detail for lower masses.

an extra photon from Bootes I (J ∝ 0.05) because, a pri-
ori, a given photon from Bootes I is much more likely to
be from background than a photon from Draco.
To overcome this obstacle we take advantage of the

recent idea by Sutton [30] to use planes at angles other
than 45◦ as boundaries of the confidence belts. Sutton
suggests letting the normal vector to the planes be equal
to a vector representing the “sensitivity” of each observa-
tion. We take the sensitivity (or weight) of each dwarf ob-
servation to be proportional to the ratio of the expected
dark matter flux (AeffTobs J) to the mean expected em-
pirical background flux. In contrast, giving every dwarf
the same weight can weaken the limits by as much as
25%.
The number of photons received in the central ROI

containing each dwarf is the sum of the number of pho-
tons from dark matter annihilation and the number pro-
duced by all background processes. The number of signal
photons is governed by a Poisson distribution with mean
µ(ΦPP) (Eq. 1). The number of background photons is
described by the empirical background PMF. Therefore,
the total number of photons detected is distributed ac-
cording to the convolution of these two probability dis-
tributions. The counts found for each dwarf are indepen-
dent variables and so the joint probability of measuring
N is given by the product of the individual PMFs.
Using this statistical framework we derive a 95% upper
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Weakly Interacting Massive Particles (WIMPs) have

long been considered well-motivated and generic candi-

dates for dark matter [1–6]. By virtue of weak inter-

actions with standard model particles, WIMPs in ther-

mal equilibrium in the early universe “freeze out” by the

same mechanism which explains the observed abundance

of light nuclei. The present-day abundance of WIMPs is

governed by their annihilation cross section into standard

model particles.

Due to the form of their weak-scale cross section,

WIMPs have a dark matter density Ωχh2 � 3 ×
10

−27
cm

3
s
−1/�σAv�, roughly irrespective of the parti-

cle mass [7]. For the measured Ωχh2 � 0.1 [8], the

velocity-averaged annihilation cross section is �σAv� ∼
3× 10

−26
cm

3
s
−1

. Because a smaller cross section over-

produces the observed density, this value should be seen

as a relatively strong lower bound on �σAv� in the canoni-

cal thermal WIMP scenario. If observations can lower the

upper limit on �σAv� below this level, they will present a

serious challenge to the conventional WIMP hypothesis

(see e.g., [9–16]).

It is well known that Milky Way dwarf galaxies are ex-

cellent targets to search for dark matter annihilation sig-

natures: they are dark matter dominated objects with no

astrophysical backgrounds (no hot gas). Measurements

of the velocity dispersion of stars in these systems allows

the reconstruction of the potential well and thus the den-

sity profile of the dark matter distribution [17–19].

In order to place constraints on the annihilation cross

section, we must quantify how the value of �σAv� in-

fluences the number of γ-ray events detected with the

Large Area Telescope (LAT) onboard the Fermi Gamma-

ray Space Telescope (Fermi). There are two sources of

detected photon events: those arising from dark matter

matter annihilation (signal), and those produced by any

other processes (background).

In the canonical picture, dark matter annihilates and

gives rise to a γ-ray flux which factors into two inde-

pendent terms: one describing the dark matter particle

physics and one involving the astrophysical properties of

the dwarf galaxy. The expected number of signal events

is

µ(ΦPP) ≡ (AeffTobs)× ΦPP × J, (1)

where Aeff is the effective area of the detector and Tobs

is the observation time. The product AeffTobs is called

the exposure. The goal is to place limits on the quantity

ΦPP which encompasses the particle physics. For self-

conjugate particles it is defined as

ΦPP ≡ �σAv�
8πM2

χ

Mχ�

Eth

�

f

Bf
dNf

dE
dE,

where Mχ is the mass of the dark matter particle and

�σAv� is its total velocity-averaged cross section for an-

nihilation into standard model particles. The index f
labels the possible annihilation channels and Bf is the

branching ratio for each. For any channel, dNf/dE is the

final γ-ray spectrum. This quantity is integrated from a

threshold energy Eth to the mass of the dark matter par-

ticle.

The quantity J contains information about the distri-

bution of dark matter and is defined by

J ≡
�

∆Ω(ψ)

�

�

[ρ(�,ψ)]2 d� dΩ(ψ).

Here, the square of the dark matter density is integrated

along a line of sight in a direction ψ, and over solid angle

∆Ω.

Typically, the background is derived through detailed

modeling of possible contributions [20]. This was the ap-

proach taken in the Fermi Collaboration analysis [21–24].

In this work we eschew such detailed modeling of the ori-

gin and spectral properties of the γ-ray background, and

instead use the photon events in the region near each

dwarf to empirically derive the background from all un-

resolved sources.
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FIG. 14: A comparison of the upper limits on the dark matter annihilation cross section derived in this work to those from other
gamma-ray observations. In particular, we show the constraints derived from the observations of dwarf spheroidal galaxies [1, 2],
the isotropic gamma-ray background [8], and from the Fornax galaxy cluster [3]. If we adopt an NFW halo profile (or an Einasto
or contracted profile), the constraints derived from the Galactic Center are always the most stringent. Only if the dark matter
halo profile of the Milky Way has a significant core (while dwarf galaxies retain their cusps) are constraints from dwarfs more
stringent. The constraints from the Galactic Center are, for all dark matter masses, more stringent than those reliably extracted
from the isotropic gamma-ray background or from galaxy clusters.

the results presented here are in no way in conflict with

those presented previously which find that annihilating

dark matter can provide a good fit to the observed emis-

sion [11–13, 16]. In particular, Fermi’s Galactic Cen-

ter observations, coupled with observations of the Milky

Way’s radio filaments, are most easily explained by a

dark matter particle with a mass of mDM ≈ 7− 10 GeV,

an annihilation cross section of σv ∼ 5 × 10
−27

cm
3
/s

to charged leptons, and distributed in a somewhat con-

tracted profile (ρ ∝ r−1.3
).

Looking toward the future, we find very promising

the possibility of the post-Fermi gamma-ray satellite,

GAMMA-400 [59]. As GAMMA-400’s overall effective

area and acceptance will be comparable to that of Fermi,

it will likely not be more sensitive to dark matter anni-

hilations from flux-limited sources, such as dwarf galax-

ies. With considerable improvements in both angular and

energy resolution relative to Fermi, however, GAMMA-

400 should be able to much better separate astrophysical

backgrounds in the inner Galaxy from any dark mat-

ter annihilation signal that is present. Furthermore,

multi-wavelength studies of the Galactic Center, and

progress from hydrodynamical simulations of dark mat-

ter in Milky Way-like galaxies, could further strengthen

the dark matter constraints that can be derived from the

inner Galaxy.
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Figure 5: 3σ upper limits on the annihilation cross-section of models in which DM annihilates into
bb̄, µ+µ− (upper panel), τ+τ− or W+W− (lower panel), for the four DM density profiles discussed
in the text. Upper limits set without including the ICS component in the computation are also
given as dashed curves (prompt) for comparison. The uncertainty in the diffusion model is shown
as the thickness of the solid curves (from top to bottom: MIN, MED, MAX) while the lighter
shaded regions represent the impact of the different strengths of the Galactic magnetic field with
lower(higher) values of the cross-section corresponding to B0 = 1 µG(B0 = 10 µG). The horizontal
line corresponds to the expected value of the thermal cross-section for a generic WIMP candidate.

contribution from prompt gamma rays and the total contribution from prompt plus ICS gamma
rays.

First, it is worth noting that if the DM density follows an Einasto, NFW or Burkert profile,
the upper limits on the annihilation cross section are above the value of the thermal cross-section
for any annihilation channel. Nevertheless, the situation is drastically different when we consider
the DM compression due to baryonic infall in the inner region of the Galaxy. Indeed, by adopting
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It has been argued that the DM density in the Galactic Centre can be enhanced due to 
the effect of baryons, in a process known as “adiabatical contraction”. 
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Figure 10. Upper limits for the DM annihilation cross-section in the bb̄ (left), µ+µ− (middle), and τ+τ− (right) channels, after
including the effect of undetected point sources. Line styles are as in Fig. 6, but only the EXT results are shown. Note that the lower
bounds of each band are still determined by the results without including undetected point sources in the analysis.

4 DISCUSSION AND CONCLUSIONS

We have performed maximum likelihood fits to the 3-year
Fermi-LAT data for three galaxy clusters: Coma, Fornax and
Virgo. We fit models which, in addition to point sources
and galactic and extragalactic backgrounds, include emis-
sion due to dark matter (DM) annihilation and cosmic rays
(CR). For the former, we assume both a point source and the
theoretically predicted extended distribution of gamma rays
in three generic annihilation channels, the bb̄, µ+µ− and
τ+τ− channels. When searching for a dark matter signal,
we experiment with different treatments of the CR com-
ponent. In the traditional Fermi analysis, the extragalactic
background (EG) is assumed to be a smooth component.
In this work we have also investigated a more realistic EG
model where a fraction of the EG emission comes from a
population of undetected point sources.

Performing a standard likelihood analysis we obtain the
following results:

(i) In all three clusters and for the four different treat-
ments of CR we have implemented, no significant detection
of DM emission is obtained. We set upper limits on the flux
and cross-section of DM annihilation in the three clusters
we have investigated. Uncertainties in the CR component
have only a mild effect on the upper limits: for the different
CR models, the DM upper limit constraints agree to within
a factor of two.

Models in which the DM annihilation emission has
the extended profile predicted by cosmological simula-
tions (Gao et al. 2012) have higher flux upper limits than
models in which this emission is assumed to be a point
source. Due to the large luminosity enhancement, of or-
der of 1000, by emission from subhalos, the upper limits
on the annihilation cross-section for extended models are
at least 100 times lower than those for point source mod-
els. Our cross-section constraints are much tighter than
those from an analysis of clusters using the 11-month data
(Ackermann et al. 2010), mostly because we take into ac-
count the effect of subhalos. Our constraints are also tighter
than those from a joint analysis of Milky Way dwarf galaxies

(Geringer-Sameth & Koushiappas 2011; Ackermann et al.
2011).

Our new limits exclude the thermal cross-section forMχ !
100 GeV for bb̄ and τ+τ− final states, and for Mχ ! 10 GeV
for µ+µ− final states. We note that the annihilation cross-
section in dark matter halos need not be the standard ther-
mal cross-section of supersymetric models. In cases where
the cross-section is velocity dependent, for example, through
p-wave contributions at freeze-out (see e.g., Jungman et al.
(1996)), one can easily have a different average cross-section.
We emphasize that there is still a large uncertainty our
adopted annihilation profile, which depends on a signifi-
cant extrapolation of the resolved subhalo population by
more than 10 orders of magnitude in mass. Taking this into
account, the thermal cross-section, however, could still be
reconciled with the data by assuming a larger cutoff mass
in the WIMP power spectrum, thus reducing the contribu-
tion from subhalos and hence the J factor. Since the total
enhancement from subhalo emission scales as b ∝ M−0.226

cut

(Springel et al. 2008), a cut-offmass of 10−4M", rather than
our assumed 10−6M", would be sufficient to increase the
cross-section limits by a factor of 3.

(ii) Assuming no DM annihilation radiation, the gamma
ray data for Coma and Virgo already set significant con-
straints on the CR level. For Virgo, the data are consistent
with the predictions of the analytic CR model proposed by
Pinzke & Pfrommer (2010) and Pinzke et al. (2011) while,
for Coma, the data place an upper limit that is a factor of
two below the analytical prediction, indicating either an un-
certainty in model parameters such as halo mass, gas density
and maximum shock injection efficiency, ζp,max, or a pecu-
liarity of the CR emission in Coma. If attributed to ζp,max,
the upper limit on the normalization parameter, αCR, trans-
lates into an upper limit on ζp,max of 0.3, assuming a lin-
ear form for g(ζp,max). This is consistent with the estimates
obtained independently by Zimmer et al. (2011) for Coma
using Fermi data and by the Aleksić et al. (2012) for the Per-
sus cluster using MAGIC observations. If interpreted as an
error in the halo mass, a reduction in mass by a factor of 1.6
is required to reconcile the model with the upper limits, as-
suming a simple CR luminosity scaling relation, Lγ ∝ M1.46
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Figure 10. Upper limits for the DM annihilation cross-section in the bb̄ (left), µ+µ− (middle), and τ+τ− (right) channels, after
including the effect of undetected point sources. Line styles are as in Fig. 6, but only the EXT results are shown. Note that the lower
bounds of each band are still determined by the results without including undetected point sources in the analysis.

4 DISCUSSION AND CONCLUSIONS

We have performed maximum likelihood fits to the 3-year
Fermi-LAT data for three galaxy clusters: Coma, Fornax and
Virgo. We fit models which, in addition to point sources
and galactic and extragalactic backgrounds, include emis-
sion due to dark matter (DM) annihilation and cosmic rays
(CR). For the former, we assume both a point source and the
theoretically predicted extended distribution of gamma rays
in three generic annihilation channels, the bb̄, µ+µ− and
τ+τ− channels. When searching for a dark matter signal,
we experiment with different treatments of the CR com-
ponent. In the traditional Fermi analysis, the extragalactic
background (EG) is assumed to be a smooth component.
In this work we have also investigated a more realistic EG
model where a fraction of the EG emission comes from a
population of undetected point sources.

Performing a standard likelihood analysis we obtain the
following results:

(i) In all three clusters and for the four different treat-
ments of CR we have implemented, no significant detection
of DM emission is obtained. We set upper limits on the flux
and cross-section of DM annihilation in the three clusters
we have investigated. Uncertainties in the CR component
have only a mild effect on the upper limits: for the different
CR models, the DM upper limit constraints agree to within
a factor of two.

Models in which the DM annihilation emission has
the extended profile predicted by cosmological simula-
tions (Gao et al. 2012) have higher flux upper limits than
models in which this emission is assumed to be a point
source. Due to the large luminosity enhancement, of or-
der of 1000, by emission from subhalos, the upper limits
on the annihilation cross-section for extended models are
at least 100 times lower than those for point source mod-
els. Our cross-section constraints are much tighter than
those from an analysis of clusters using the 11-month data
(Ackermann et al. 2010), mostly because we take into ac-
count the effect of subhalos. Our constraints are also tighter
than those from a joint analysis of Milky Way dwarf galaxies

(Geringer-Sameth & Koushiappas 2011; Ackermann et al.
2011).

Our new limits exclude the thermal cross-section forMχ !
100 GeV for bb̄ and τ+τ− final states, and for Mχ ! 10 GeV
for µ+µ− final states. We note that the annihilation cross-
section in dark matter halos need not be the standard ther-
mal cross-section of supersymetric models. In cases where
the cross-section is velocity dependent, for example, through
p-wave contributions at freeze-out (see e.g., Jungman et al.
(1996)), one can easily have a different average cross-section.
We emphasize that there is still a large uncertainty our
adopted annihilation profile, which depends on a signifi-
cant extrapolation of the resolved subhalo population by
more than 10 orders of magnitude in mass. Taking this into
account, the thermal cross-section, however, could still be
reconciled with the data by assuming a larger cutoff mass
in the WIMP power spectrum, thus reducing the contribu-
tion from subhalos and hence the J factor. Since the total
enhancement from subhalo emission scales as b ∝ M−0.226

cut

(Springel et al. 2008), a cut-offmass of 10−4M", rather than
our assumed 10−6M", would be sufficient to increase the
cross-section limits by a factor of 3.

(ii) Assuming no DM annihilation radiation, the gamma
ray data for Coma and Virgo already set significant con-
straints on the CR level. For Virgo, the data are consistent
with the predictions of the analytic CR model proposed by
Pinzke & Pfrommer (2010) and Pinzke et al. (2011) while,
for Coma, the data place an upper limit that is a factor of
two below the analytical prediction, indicating either an un-
certainty in model parameters such as halo mass, gas density
and maximum shock injection efficiency, ζp,max, or a pecu-
liarity of the CR emission in Coma. If attributed to ζp,max,
the upper limit on the normalization parameter, αCR, trans-
lates into an upper limit on ζp,max of 0.3, assuming a lin-
ear form for g(ζp,max). This is consistent with the estimates
obtained independently by Zimmer et al. (2011) for Coma
using Fermi data and by the Aleksić et al. (2012) for the Per-
sus cluster using MAGIC observations. If interpreted as an
error in the halo mass, a reduction in mass by a factor of 1.6
is required to reconcile the model with the upper limits, as-
suming a simple CR luminosity scaling relation, Lγ ∝ M1.46
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Figure 10. Upper limits for the DM annihilation cross-section in the bb̄ (left), µ+µ− (middle), and τ+τ− (right) channels, after
including the effect of undetected point sources. Line styles are as in Fig. 6, but only the EXT results are shown. Note that the lower
bounds of each band are still determined by the results without including undetected point sources in the analysis.

4 DISCUSSION AND CONCLUSIONS

We have performed maximum likelihood fits to the 3-year
Fermi-LAT data for three galaxy clusters: Coma, Fornax and
Virgo. We fit models which, in addition to point sources
and galactic and extragalactic backgrounds, include emis-
sion due to dark matter (DM) annihilation and cosmic rays
(CR). For the former, we assume both a point source and the
theoretically predicted extended distribution of gamma rays
in three generic annihilation channels, the bb̄, µ+µ− and
τ+τ− channels. When searching for a dark matter signal,
we experiment with different treatments of the CR com-
ponent. In the traditional Fermi analysis, the extragalactic
background (EG) is assumed to be a smooth component.
In this work we have also investigated a more realistic EG
model where a fraction of the EG emission comes from a
population of undetected point sources.

Performing a standard likelihood analysis we obtain the
following results:

(i) In all three clusters and for the four different treat-
ments of CR we have implemented, no significant detection
of DM emission is obtained. We set upper limits on the flux
and cross-section of DM annihilation in the three clusters
we have investigated. Uncertainties in the CR component
have only a mild effect on the upper limits: for the different
CR models, the DM upper limit constraints agree to within
a factor of two.

Models in which the DM annihilation emission has
the extended profile predicted by cosmological simula-
tions (Gao et al. 2012) have higher flux upper limits than
models in which this emission is assumed to be a point
source. Due to the large luminosity enhancement, of or-
der of 1000, by emission from subhalos, the upper limits
on the annihilation cross-section for extended models are
at least 100 times lower than those for point source mod-
els. Our cross-section constraints are much tighter than
those from an analysis of clusters using the 11-month data
(Ackermann et al. 2010), mostly because we take into ac-
count the effect of subhalos. Our constraints are also tighter
than those from a joint analysis of Milky Way dwarf galaxies

(Geringer-Sameth & Koushiappas 2011; Ackermann et al.
2011).

Our new limits exclude the thermal cross-section forMχ !
100 GeV for bb̄ and τ+τ− final states, and for Mχ ! 10 GeV
for µ+µ− final states. We note that the annihilation cross-
section in dark matter halos need not be the standard ther-
mal cross-section of supersymetric models. In cases where
the cross-section is velocity dependent, for example, through
p-wave contributions at freeze-out (see e.g., Jungman et al.
(1996)), one can easily have a different average cross-section.
We emphasize that there is still a large uncertainty our
adopted annihilation profile, which depends on a signifi-
cant extrapolation of the resolved subhalo population by
more than 10 orders of magnitude in mass. Taking this into
account, the thermal cross-section, however, could still be
reconciled with the data by assuming a larger cutoff mass
in the WIMP power spectrum, thus reducing the contribu-
tion from subhalos and hence the J factor. Since the total
enhancement from subhalo emission scales as b ∝ M−0.226

cut

(Springel et al. 2008), a cut-offmass of 10−4M", rather than
our assumed 10−6M", would be sufficient to increase the
cross-section limits by a factor of 3.

(ii) Assuming no DM annihilation radiation, the gamma
ray data for Coma and Virgo already set significant con-
straints on the CR level. For Virgo, the data are consistent
with the predictions of the analytic CR model proposed by
Pinzke & Pfrommer (2010) and Pinzke et al. (2011) while,
for Coma, the data place an upper limit that is a factor of
two below the analytical prediction, indicating either an un-
certainty in model parameters such as halo mass, gas density
and maximum shock injection efficiency, ζp,max, or a pecu-
liarity of the CR emission in Coma. If attributed to ζp,max,
the upper limit on the normalization parameter, αCR, trans-
lates into an upper limit on ζp,max of 0.3, assuming a lin-
ear form for g(ζp,max). This is consistent with the estimates
obtained independently by Zimmer et al. (2011) for Coma
using Fermi data and by the Aleksić et al. (2012) for the Per-
sus cluster using MAGIC observations. If interpreted as an
error in the halo mass, a reduction in mass by a factor of 1.6
is required to reconcile the model with the upper limits, as-
suming a simple CR luminosity scaling relation, Lγ ∝ M1.46
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Figure 10. Upper limits for the DM annihilation cross-section in the bb̄ (left), µ+µ− (middle), and τ+τ− (right) channels, after
including the effect of undetected point sources. Line styles are as in Fig. 6, but only the EXT results are shown. Note that the lower
bounds of each band are still determined by the results without including undetected point sources in the analysis.

4 DISCUSSION AND CONCLUSIONS

We have performed maximum likelihood fits to the 3-year
Fermi-LAT data for three galaxy clusters: Coma, Fornax and
Virgo. We fit models which, in addition to point sources
and galactic and extragalactic backgrounds, include emis-
sion due to dark matter (DM) annihilation and cosmic rays
(CR). For the former, we assume both a point source and the
theoretically predicted extended distribution of gamma rays
in three generic annihilation channels, the bb̄, µ+µ− and
τ+τ− channels. When searching for a dark matter signal,
we experiment with different treatments of the CR com-
ponent. In the traditional Fermi analysis, the extragalactic
background (EG) is assumed to be a smooth component.
In this work we have also investigated a more realistic EG
model where a fraction of the EG emission comes from a
population of undetected point sources.

Performing a standard likelihood analysis we obtain the
following results:

(i) In all three clusters and for the four different treat-
ments of CR we have implemented, no significant detection
of DM emission is obtained. We set upper limits on the flux
and cross-section of DM annihilation in the three clusters
we have investigated. Uncertainties in the CR component
have only a mild effect on the upper limits: for the different
CR models, the DM upper limit constraints agree to within
a factor of two.

Models in which the DM annihilation emission has
the extended profile predicted by cosmological simula-
tions (Gao et al. 2012) have higher flux upper limits than
models in which this emission is assumed to be a point
source. Due to the large luminosity enhancement, of or-
der of 1000, by emission from subhalos, the upper limits
on the annihilation cross-section for extended models are
at least 100 times lower than those for point source mod-
els. Our cross-section constraints are much tighter than
those from an analysis of clusters using the 11-month data
(Ackermann et al. 2010), mostly because we take into ac-
count the effect of subhalos. Our constraints are also tighter
than those from a joint analysis of Milky Way dwarf galaxies

(Geringer-Sameth & Koushiappas 2011; Ackermann et al.
2011).

Our new limits exclude the thermal cross-section forMχ !
100 GeV for bb̄ and τ+τ− final states, and for Mχ ! 10 GeV
for µ+µ− final states. We note that the annihilation cross-
section in dark matter halos need not be the standard ther-
mal cross-section of supersymetric models. In cases where
the cross-section is velocity dependent, for example, through
p-wave contributions at freeze-out (see e.g., Jungman et al.
(1996)), one can easily have a different average cross-section.
We emphasize that there is still a large uncertainty our
adopted annihilation profile, which depends on a signifi-
cant extrapolation of the resolved subhalo population by
more than 10 orders of magnitude in mass. Taking this into
account, the thermal cross-section, however, could still be
reconciled with the data by assuming a larger cutoff mass
in the WIMP power spectrum, thus reducing the contribu-
tion from subhalos and hence the J factor. Since the total
enhancement from subhalo emission scales as b ∝ M−0.226

cut

(Springel et al. 2008), a cut-offmass of 10−4M", rather than
our assumed 10−6M", would be sufficient to increase the
cross-section limits by a factor of 3.

(ii) Assuming no DM annihilation radiation, the gamma
ray data for Coma and Virgo already set significant con-
straints on the CR level. For Virgo, the data are consistent
with the predictions of the analytic CR model proposed by
Pinzke & Pfrommer (2010) and Pinzke et al. (2011) while,
for Coma, the data place an upper limit that is a factor of
two below the analytical prediction, indicating either an un-
certainty in model parameters such as halo mass, gas density
and maximum shock injection efficiency, ζp,max, or a pecu-
liarity of the CR emission in Coma. If attributed to ζp,max,
the upper limit on the normalization parameter, αCR, trans-
lates into an upper limit on ζp,max of 0.3, assuming a lin-
ear form for g(ζp,max). This is consistent with the estimates
obtained independently by Zimmer et al. (2011) for Coma
using Fermi data and by the Aleksić et al. (2012) for the Per-
sus cluster using MAGIC observations. If interpreted as an
error in the halo mass, a reduction in mass by a factor of 1.6
is required to reconcile the model with the upper limits, as-
suming a simple CR luminosity scaling relation, Lγ ∝ M1.46
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(Duffy et al. 2008). Here, M200 is the mass enclosed within
r200. Extrapolating to a cutoff mass of 10−6M", the exis-
tence of subhalos will increase this flux by a factor

b(M200) = Jsub/JNFW = 1.6 × 10−3(M200/M")0.39 (7)

Gao et al. (2012). Using the results of the simulations by
these authors, the surface brightness profile of subhalo emis-
sion can be fitted within r200 by the following formula:

Jsub(r) =
16b(M200)JNFW

π ln(17)
D2

A

r2200 + 16r2
(r ! r200). (8)

Below we fit the subhalo emission surface brightness beyond
the virial radius and extrapolate to several times the virial
radius using an exponential decay,

Jsub(r) = Jsub(r200)e
−2.377(r/r200−1) (r " r200). (9)

The total annihilation profile is the sum of the contributions
from a smooth NFW profile and the subhalo emission. This
is completely dominated by subhalo emission except in the
very centre of the cluster. We show the total annihilation
profile and its decomposition into main halo and subhalo
contributions in the left panel of Fig. 3, taking Virgo as an
example. This profile is further inflated after convolution
with the LAT point spread function.

We consider three representative annihilation channels,
namely into b−b̄, µ+−µ− and τ+−τ− final states. The anni-
hilation spectrum is calculated using the DarkSUSY package
(Gondolo & Silk 1999), 11 which tabulates simulation results
from PYTHIA.12 We also include the contribution from in-
verse Compton (IC) scattered photons by energetic electron-
positron pairs produced during the annihilation process, fol-
lowing the procedure described in Pinzke et al. (2011). In
general, three external energy sources are involved in the
dissipation and scattering of the injected electrons from an-
nihilation: the Cosmic Microwave Background (CMB), in-
frared to UV light from stars and dust, and the interstellar
magnetic field. However, as shown by Pinzke et al. (2011),
the latter two components are expected to be important
only in the inner region of clusters (< 0.03r200), correspond-
ing to less than 0.2 degrees for our three clusters. Including
them would introduce a position-dependent component to
the annihilation spectrum, so for simplicity we only consider
the contribution of CMB photons in the IC calculation. For
the bb̄ channel, IC photons only contribute significantly to
the low energy spectrum for relatively high neutralino mass,
while for the leptonic channels, which have plenty of ener-
getic electrons, the IC emission can completely dominate the
annihilation emission over the full energy range of interest
for the highest neutralino masses considered.

We note that the electroweak corrections recently
proposed by Ciafaloni et al. (2011) (see also Cirelli et al.
(2011)) can bring visible differences to the leptonic channel
spectra at highWIMPmasses before IC scattering. However,
since IC photons dominate at the high mass end and the elec-
troweak correction only significantly changes the positron
yields at low energy, thus having little effect on the IC spec-
trum, the electroweak correction to the total spectrum is
still negligible. The total photon yields are shown in Fig. 2.

11 http://www.darksusy.org.
12 http://home.thep.lu.se/ torbjorn/Pythia.html

The almost flat spectrum with a cutoff around the energy
corresponding to the WIMP mass comes from prompt an-
nihilation emission including continuum secondary photons
and final state radiation from charged final state particles.
The low energy rise originates from IC scattered CMB pho-
tons.

2.2 Cosmic-ray induced gamma-ray emission

within clusters

The cosmic ray induced gamma-ray emission is calculated
following a semi-analytic prescription, derived from high res-
olution numerical simulations of galaxy clusters, that mod-
els cosmic ray physics self consistently (Pinzke & Pfrommer
2010). The gamma-ray photon production rate (or source
function) from pion decay is found to be separable into a
spatial and a spectral part:

qCR(r, E) ≡ dNγ

dtdV dE
= A(r)s(E), (10)

where the spatial part, A(r), is proportional to the square of
the gas density profile multiplied by a slowly varying radial
function parametrized by cluster mass. The spectral part,
s(E), is almost independent of cluster mass and has a power-
law form, dNγ/d ln(Eγ) ∝ E−1.3

γ , for the energy range 1 ∼
100 GeV but flattens at low energies, as shown in Fig. 2.
We summarize the detailed form of A(r) and s(E) plus the
gas density profile for the three clusters derived from X-ray
observations in the Appendix.

The differential gamma-ray flux from this source func-
tion, ICR(r,E), is simply the integral of qCR(r,E) along the
line-of-sight. This prescription is derived from the average
emission profile for a sample of simulated clusters for a real-
istic choice of parameter values (e.g., for the maximum shock
acceleration efficiency, ζp,max). In addition to the uncertain-
ties in the model parameters there is also uncertainty in the
observationally derived halo mass and gas density profile.
In this work, we simply assume that the shape of qCR(r, E)
is given by the model described above and account for the
uncertainty in the model parameters, as well as sample vari-
ance with an additional normalization parameter, αCR, so
that,

ICR(r, E) = αCR

∫

l.o.s

qCR(r,E)
4π

dl. (11)

We take αCR = 1 as our fiducial CR model and also con-
sider the case when αCR is fitted from the actual gamma-ray
data as an optimal model. In the right panel of Fig. 3 we
compare the CR profile for the fiducial model to the ex-
pected DM annihilation profile within our three clusters,
assuming a fiducial DM particle model with particle mass,
M ≈ 100GeV, annihilating through the bb̄ channel with
cross-section, < σv >= 3 × 10−26cm3s−1. In general the
CR emission is more centrally concentrated than the anni-
hilation profile since the CR trace the gas profile. It can
be readily seen that Fornax has a particularly low CR level
while Coma is CR dominated. Coma has steeper profiles due
to its larger distance and hence smaller angular size.
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FIG. 2: Regions of 1, 2, and 3 σ significance (filled contours) for θγZ/γγ = arctanNγZ/Nγγ as a function of

mass for the case Nann = 0. The solid lines are contours of Nγγ +NγZ . The best fit point, marked with a

white cross at mχ = 130 GeV and θγZ/γγ = 0, is given in Eq. (7). This figure was made using the masked

data. The analogous plot for the unmasked case is qualitatively the same.

the energy range from 5–200 GeV. The spectrum is well-characterized by a single falling power-law

and a peak at 130 GeV comprised of ∼30 photons.

Figure 2 shows the 1, 2, and 3 σ contours for points in the θγZ/γγ − mχ plane. The best fit

point is marked by the white “X.” There is a clear symmetry in the significance contours, with

regions about 130 and 145 GeV each within 1σ of the best fit model. For the case of a 145 GeV

dark matter, all the photons in the 130 GeV line are due to dark matter annihilation to γZ0
.

Both [13] and [23] note that the presence of two lines at ∼ 130 and 115 GeV is a slightly better

fit to the data; we reproduce the results in [23] when redoing our analysis with the data from [10].

However, for the region of interest analyzed in this work, the data prefer a single line corresponding

to a DM mass of either 130 or 145 GeV, although two lines are consistent within 1 σ.

III. CONTINUUM CONSTRAINT

Now that we have demonstrated the presence of a line (or pair of lines) in the Fermi data

at the Galactic Center, we explore correlated photon signals that are important for a wide class

of models. If the dark matter annihilates to Standard Model particles beyond γγ and/or γZ0
,

additional photons are produced in the decay of these states. The Fermi data has been used

to place constraints on the resulting inclusive photon spectrum using a variety of methods [4–

9, 24, 25]. Currently, the strongest of these bounds comes from a search for γ rays originating from

10 dwarf galaxies in the Milky Way over a 24 month period [6]. For annihilations to W bosons

and mχ � 130 GeV the 95% confidence bound is

σWW v � 10
−25

cm
3/s (Fermi dwarf Galaxy constraint). (8)

The constraint from stacked dwarfs rules out large regions of parameter space for models that can

potentially explain the 130 GeV γ line. In the MSSM, for example, assuming the neutralino makes

up all the dark matter, this constraint rules out all models with
1
2σγZv+σγγv � O

�
10

−28
cm

3/s
�
,

except for wino-bino mixed neutralinos.

4

the Earth limb is in the field of view. We use the class of events designated ULTRACLEAN, which
have a lower effective area but also a lower background than the SOURCE class.

Following [13], we restrict our analysis to the inner 3◦ radius region around the Galactic Center
and neglect possible enhancements from an offset along the plane [13]. Unless explicitly stated,
all results use data where the area within 1 degree of the Galactic Center is masked to reduce
background contributions. We restrict to the energy range 5–200 GeV to minimize uncertainties due
to the point spread function (PSF). The Fermi LAT is designed to measure photons from around
20 MeV to many hundred GeV. The PSF, which encodes the uncertainty in the reconstructed
position in the sky, starts to grow rapidly below a GeV. Specifically, the 68% containment radius
of the PSF is about 0.9◦ at 1 GeV and decreases with energy, approaching ∼ 0.2◦ at high energies.

Appendix A provides the counts per bin for the relevant region of the sky when the inner degree
is both masked and unmasked. The photon counts are given for Nbins = 128 energy bins from
5.1–198 GeV.

B. Fitting The Data

For concreteness, we assume that the signal arises from a WIMP of mass mχ annihilating into
γγ and/or γZ0, thereby producing at most two lines in the photon spectrum at energies

Eγγ = mχ and EγZ = mχ

�
1− m2

Z

4m2
χ

�
. (2)

The WIMP may also annihilate into final states (e.g., W+W−, Z0 Z0, b b, τ+τ−, µ+µ−, etc.) whose
decay products shower and hadronize to produce a continuum photon contribution. Assuming that
the background is a falling power-law parametrized by α,β, the observed photon spectrum expected
from this model is

φ(E) = CEA(E)

�
β

�
E

100 GeV

�−α

+NγγD(E,Eγγ) +NγZD(E,EγZ ) +Nann
dnγ

dE
(E, mχ)

�
, (3)

where Nγγ , NγZ , and Nann are the normalizations of the separate signal components. The function
D(E,Etrue) is the energy dispersion about the true signal energy and is derived using the Fermi
Instrument Response Function (IRF) obtained from the publicly available Science Tools3 — see
Appendix B for a detailed discussion. The normalized differential distributions for different anni-
hilation final states, denoted dnγ/dE, are obtained using Pythia version 8.165 [22] to generate the
spectra. CEA is a corrective factor that accounts for the change in effective area in the 3◦ region
about the Galactic Center, as a function of energy.

For Poisson-distributed data, the best fit values of the parameters α,β, Nγγ , NγZ , and Nann are
obtained by maximizing the likelihood function

lnL(α,β, Nγγ , NγZ , Nann) =
Nbins�

k=1

nk · lnφk − φk − lnnk!, (4)

where nk is the observed photon count and φk =
� Ek

max

Ek
min

φ(E)dE for the kth bin spanning
�
Ek

min, E
k
max

�
. The confidence region about the maximum likelihood, lnLmax, is determined by

lnL ≥ lnLmax −∆ lnL, (5)

3 http://fermi.gsfc.nasa.gov/ssc/data/analysis/
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Fig. 16.— Profile of high-incidence photon (θ > 40 deg) longitude distribution for |b| < 5◦. The 0.5◦ bins have been smoothed by a
3-bin box, and rescaled to arbitrary units of E2.6dN/dE, making the background disk emission constant with E. The background (blue)
is the average in these units for 10 < E < 50 GeV. In each panel, the (non-negative) amplitude of a FWHM! = 1.4◦ Gaussian centered at
" = −1.5 is fit by maximizing the Poisson likelihood. The corresponding number of photons and test statistic (TS) are displayed. The only
energy bin with significant emission is the 124.7-133.4 bin, centered on 129 GeV. See text for discussion of significance. The bin centered
on 113 GeV is not significant by itself, but is compatible with a line strength of 1/3 to 1/2 that of the putative 129 GeV line.

is a cusp of emission in the inner Galaxy – motivates an
unbinned analysis of this region.
In an unbinned analysis, one dispenses with arbitrary

binning choices (size and shift) and instead analyzes in-
dividual photon events. For example, the parameters of
a well defined model may be estimated with no binning
in space or energy. In the absence of a principled model,
a compromise technique is to convolve a finely binned en-

ergy histogram with some kernel and compare profiles of
prospective lines with those expected for a true line, i.e.
the instrumental response convolved with the smoothing
kernel.
In the case of LAT data this allows us to do an in-

teresting reality check. Energy resolution of events at
high incidence angle (θ ∼ 60◦) is a factor of ∼ 2 better
than that of normal-incidence photons, motivating the
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Fig. 16.— Profile of high-incidence photon (θ > 40 deg) longitude distribution for |b| < 5◦. The 0.5◦ bins have been smoothed by a
3-bin box, and rescaled to arbitrary units of E2.6dN/dE, making the background disk emission constant with E. The background (blue)
is the average in these units for 10 < E < 50 GeV. In each panel, the (non-negative) amplitude of a FWHM! = 1.4◦ Gaussian centered at
" = −1.5 is fit by maximizing the Poisson likelihood. The corresponding number of photons and test statistic (TS) are displayed. The only
energy bin with significant emission is the 124.7-133.4 bin, centered on 129 GeV. See text for discussion of significance. The bin centered
on 113 GeV is not significant by itself, but is compatible with a line strength of 1/3 to 1/2 that of the putative 129 GeV line.

is a cusp of emission in the inner Galaxy – motivates an
unbinned analysis of this region.
In an unbinned analysis, one dispenses with arbitrary

binning choices (size and shift) and instead analyzes in-
dividual photon events. For example, the parameters of
a well defined model may be estimated with no binning
in space or energy. In the absence of a principled model,
a compromise technique is to convolve a finely binned en-

ergy histogram with some kernel and compare profiles of
prospective lines with those expected for a true line, i.e.
the instrumental response convolved with the smoothing
kernel.
In the case of LAT data this allows us to do an in-

teresting reality check. Energy resolution of events at
high incidence angle (θ ∼ 60◦) is a factor of ∼ 2 better
than that of normal-incidence photons, motivating the
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FIG. 2: Regions of 1, 2, and 3 σ significance (filled contours) for θγZ/γγ = arctanNγZ/Nγγ as a function of

mass for the case Nann = 0. The solid lines are contours of Nγγ +NγZ . The best fit point, marked with a

white cross at mχ = 130 GeV and θγZ/γγ = 0, is given in Eq. (7). This figure was made using the masked

data. The analogous plot for the unmasked case is qualitatively the same.

the energy range from 5–200 GeV. The spectrum is well-characterized by a single falling power-law

and a peak at 130 GeV comprised of ∼30 photons.

Figure 2 shows the 1, 2, and 3 σ contours for points in the θγZ/γγ − mχ plane. The best fit

point is marked by the white “X.” There is a clear symmetry in the significance contours, with

regions about 130 and 145 GeV each within 1σ of the best fit model. For the case of a 145 GeV

dark matter, all the photons in the 130 GeV line are due to dark matter annihilation to γZ0
.

Both [13] and [23] note that the presence of two lines at ∼ 130 and 115 GeV is a slightly better

fit to the data; we reproduce the results in [23] when redoing our analysis with the data from [10].

However, for the region of interest analyzed in this work, the data prefer a single line corresponding

to a DM mass of either 130 or 145 GeV, although two lines are consistent within 1 σ.

III. CONTINUUM CONSTRAINT

Now that we have demonstrated the presence of a line (or pair of lines) in the Fermi data

at the Galactic Center, we explore correlated photon signals that are important for a wide class

of models. If the dark matter annihilates to Standard Model particles beyond γγ and/or γZ0
,

additional photons are produced in the decay of these states. The Fermi data has been used

to place constraints on the resulting inclusive photon spectrum using a variety of methods [4–

9, 24, 25]. Currently, the strongest of these bounds comes from a search for γ rays originating from

10 dwarf galaxies in the Milky Way over a 24 month period [6]. For annihilations to W bosons

and mχ � 130 GeV the 95% confidence bound is

σWW v � 10
−25

cm
3/s (Fermi dwarf Galaxy constraint). (8)

The constraint from stacked dwarfs rules out large regions of parameter space for models that can

potentially explain the 130 GeV γ line. In the MSSM, for example, assuming the neutralino makes

up all the dark matter, this constraint rules out all models with
1
2σγZv+σγγv � O

�
10

−28
cm

3/s
�
,

except for wino-bino mixed neutralinos.

Figure 1. Left panel: The black lines show the target regions that are used in the present analysis in
case of the SOURCE event class (the ULTRACLEAN regions are very similar). From top to bottom,
they are respectively optimized for the cored isothermal, the NFW (with α = 1), the Einasto and the
contracted (with α = 1.15, 1.3) DM profiles. The colors indicate the signal-to-background ratio with
arbitrary but common normalization; in Reg2 to Reg5 they are respectively downscaled by factors
(1.6, 3.0, 4.3, 18.8) for better visibility.
Right panel: From top to bottom, the panels show the 20–300 GeV gamma-ray (+ residual CR)
spectra as observed in Reg1 to Reg5 with statistical error bars. The SOURCE and ULTRACLEAN
events are shown in black and magenta, respectively. Dotted lines show power-laws with the indicated
slopes; dashed lines show the EGBG + residual CRs. The vertical gray line indicates E = 129.0 GeV.

– 4 –

3

100 120 140 160 180 200 220
E
!
 [GeV]

100

120

140

160

180

200

220

m
" [

G
eV

] !

H [125 GeV]

Z [90.2 GeV]

"" to P!    for P = !, Z, H

FIG. 1: Illustration of Eq. (4), which relates the mass mχ of
the annihilating particles with the energy of the γ-ray line,for
the case χχ → Pγ, with P = γ,H,Z0. Here mZ is 90.2 GeV,
and as an illustration the Higgs mass has been set to 125 GeV,
indicated by present LHC data [3].

particle P in the final state is

Eγ = mχ

(

1−
m2

P

4m2
χ

)

(3)

or, solving instead for mχ

mχ =
1

2

(

Eγ +
√

m2
P + E2

γ

)

. (4)

This relation is shown in Fig. 1. Assuming that the ob-
served gamma-ray line at 130 GeV is due to the χχ → γγ
process one finds, following the horizontal line, predic-
tions for the location of Hγ and Z0γ lines at 100 GeV
and 114 GeV, respectively. Alternatively, following the
vertical line, one sees that if the observed 130 GeV line
is a result of the χχ → Hγ or Z0γ process, the χ mass
is 155 or 142 GeV, respectively.

γγ Hγ Zγ

γγ 130 100 114

Hγ 155 130 142

Zγ 144 117 130

TABLE I: Predicted γ-ray energies, in GeV, if the 130 GeV
line originates from the process indicated by the row, for the
process given by the respective column.

The predicted energies of all three possible lines, the
ones coming from γγ, Hγ and Z0γ (with mH set to 125

GeV), for all permutations are shown in Table I. It will
depend on the model if all three lines are allowed. In
particular, as a radiative 0 → 0 transition is forbidden
due to gauge invariance and angular momentum conser-
vation, the annihilation to Hγ is not allowed from the
dominant s wave in the Galaxy if χ is a Majorana fermion
or a spin-0 particle [31]. For definiteness, we will in the
following assume that the tentative 130 GeV structure
is due to the γγ line, but we will also compare with the
expectations for the IB effect, to which we now turn.

C. The internal bremsstrahlung effect

The γγ process normally appears in a closed loop con-
taining the various charged particles to which the dark
matter particles couple. This means that it is gener-
ally suppressed by powers of the electromagnetic cou-
pling constant, and the cross section will contain an ex-
plicit factor α2

em. An interesting effect appears, how-
ever, for Majorana fermions already at order αem. It
was early realized that there could be important spectral
features [32], and recently it has been shown that inter-
nal bremsstrahlung (IB) from charged particles in the
t-channel in the annihilations could yield a detectable,
quite sharp ”bump” near the highest energy, i.e., at the
rest mass of one of the annihilating particles moving
slowly (v/c ∼ 10−3) in the Galactic halo [11, 30, 33].
In [34], it was furthermore pointed out that final state
radiation (FSR) often can be estimated by simple, uni-
versal formulas and often gives rise to a very prominent
step in the spectrum at photon energies of Eγ = mχ. The
IB and FSR processes was thoroughly treated in [33] (see
also [11, 30]), and here we summarize the main results.
In Ref. [32] it was shown that the radiative process

χ0χ0 → f f̄γ may circumvent the chiral suppression, i.e.,
the annihilation rate being proportional to m2

f . This
is normally what one would get for annihilation into a
fermion pair from an s-wave initial state [35], as is the
case in lowest order for non-relativistic dark matter Ma-
jorana particles in the Galactic halo. A fermion final
state with an additional photon, f f̄γ, is thus surpris-
ingly not subject to a helicity suppression. The full an-
alytical expressions are lengthy, but simplify in the limit
of mf → 0. Then one finds in the supersymmetric case
[33] for the radiative differential rate, normalized to the
f f̄ rate

dNγ,IB
f

dx
=

∆×
[

4x

µ(µ− 2x)
−

2x

(µ− x)2
−

µ(µ− 2x)

(µ− x)3
log

µ

µ− 2x

]

,

(5)
with

∆ = (1− x)αemQ
2
f
|g̃R|4 + |g̃L|4

64π2

[

m2
χ〈σv〉χχ→ff̄

]−1
,

155 GeV WIMP annihil. into  

Figure 4. Upper sub-panels: the measured events with statistical errors are plotted in black. The
horizontal bars show the best-fit models with (red) and without DM (green), the blue dotted line
indicates the corresponding line flux component alone. In the lower sub-panel we show residuals
after subtracting the model with line contribution. Note that we rebinned the data to fewer bins
after performing the fits in order to produce the plots and calculate the p-value and the reduced
χ2
r
≡ χ2/dof. The counts are listed in Tabs. 1, 2 and 3.
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FIG. 1: Illustration of Eq. (4), which relates the mass mχ of
the annihilating particles with the energy of the γ-ray line,for
the case χχ → Pγ, with P = γ,H,Z0. Here mZ is 90.2 GeV,
and as an illustration the Higgs mass has been set to 125 GeV,
indicated by present LHC data [3].

particle P in the final state is

Eγ = mχ

(

1−
m2

P

4m2
χ

)

(3)

or, solving instead for mχ

mχ =
1

2

(

Eγ +
√

m2
P + E2

γ

)

. (4)

This relation is shown in Fig. 1. Assuming that the ob-
served gamma-ray line at 130 GeV is due to the χχ → γγ
process one finds, following the horizontal line, predic-
tions for the location of Hγ and Z0γ lines at 100 GeV
and 114 GeV, respectively. Alternatively, following the
vertical line, one sees that if the observed 130 GeV line
is a result of the χχ → Hγ or Z0γ process, the χ mass
is 155 or 142 GeV, respectively.

γγ Hγ Zγ

γγ 130 100 114

Hγ 155 130 142

Zγ 144 117 130

TABLE I: Predicted γ-ray energies, in GeV, if the 130 GeV
line originates from the process indicated by the row, for the
process given by the respective column.

The predicted energies of all three possible lines, the
ones coming from γγ, Hγ and Z0γ (with mH set to 125

GeV), for all permutations are shown in Table I. It will
depend on the model if all three lines are allowed. In
particular, as a radiative 0 → 0 transition is forbidden
due to gauge invariance and angular momentum conser-
vation, the annihilation to Hγ is not allowed from the
dominant s wave in the Galaxy if χ is a Majorana fermion
or a spin-0 particle [31]. For definiteness, we will in the
following assume that the tentative 130 GeV structure
is due to the γγ line, but we will also compare with the
expectations for the IB effect, to which we now turn.

C. The internal bremsstrahlung effect

The γγ process normally appears in a closed loop con-
taining the various charged particles to which the dark
matter particles couple. This means that it is gener-
ally suppressed by powers of the electromagnetic cou-
pling constant, and the cross section will contain an ex-
plicit factor α2

em. An interesting effect appears, how-
ever, for Majorana fermions already at order αem. It
was early realized that there could be important spectral
features [32], and recently it has been shown that inter-
nal bremsstrahlung (IB) from charged particles in the
t-channel in the annihilations could yield a detectable,
quite sharp ”bump” near the highest energy, i.e., at the
rest mass of one of the annihilating particles moving
slowly (v/c ∼ 10−3) in the Galactic halo [11, 30, 33].
In [34], it was furthermore pointed out that final state
radiation (FSR) often can be estimated by simple, uni-
versal formulas and often gives rise to a very prominent
step in the spectrum at photon energies of Eγ = mχ. The
IB and FSR processes was thoroughly treated in [33] (see
also [11, 30]), and here we summarize the main results.
In Ref. [32] it was shown that the radiative process

χ0χ0 → f f̄γ may circumvent the chiral suppression, i.e.,
the annihilation rate being proportional to m2

f . This
is normally what one would get for annihilation into a
fermion pair from an s-wave initial state [35], as is the
case in lowest order for non-relativistic dark matter Ma-
jorana particles in the Galactic halo. A fermion final
state with an additional photon, f f̄γ, is thus surpris-
ingly not subject to a helicity suppression. The full an-
alytical expressions are lengthy, but simplify in the limit
of mf → 0. Then one finds in the supersymmetric case
[33] for the radiative differential rate, normalized to the
f f̄ rate

dNγ,IB
f

dx
=

∆×
[

4x

µ(µ− 2x)
−

2x

(µ− x)2
−

µ(µ− 2x)

(µ− x)3
log

µ

µ− 2x

]

,

(5)
with

∆ = (1− x)αemQ
2
f
|g̃R|4 + |g̃L|4

64π2

[

m2
χ〈σv〉χχ→ff̄

]−1
,

Not easy to fit with “ordinary” models (e.g., the 
neutralino does not work) 
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where 2∆ lnL = ∆χ2 and the number of degrees of freedom (d.o.f.) is the number of fit parameters.
In Fig. 2, the 1, 2, and 3 σ contours refer to ∆ lnL = 1.76, 4.01, and 7.08 (3 d.o.f.). In Fig. 5, the
1, 2, and 3 σ contours refer to ∆ lnL = 2.36, 4.86, and 8.13 (4 d.o.f.).

Next, we use this statistical procedure to show that the photon spectrum in the region of interest
is consistent with the presence of a photon line. For now, we assume that the photon continuum
does not contribute to the signal, reserving the case where Nann > 0 for the next section. Scanning
over mχ and

θγZ/γγ ≡ arctan
NγZ

Nγγ
, (6)

while maximizing over α,β, and Nγγ , we find that the best fit point corresponds to

�
mχ/GeV,α,β, Nγγ , θγZ/γγ

�
max

= {130, 2.67, 0.88, 30.3, 0} (unmasked);

(7)
�
mχ/GeV,α,β, Nγγ , θγZ/γγ

�
max

= {130, 2.62, 0.80, 31.6, 0} (masked),

where masked (unmasked) refers to removing (including) data within 1 degree of the Galactic
Center. The significance of the best fit point relative to the null model (power-law background) is
5.5 σ for both the masked and unmasked cases, not including look-elsewhere.4 Masking a 1 degree
radius circle around the Galactic Center has little effect on the best fit dark matter parameters,
though it prefers more shallow power-law backgrounds. From this point onwards, we will only
consider the masked data.

Figure 1 shows the spectrum of photon counts in the region of interest. The solid red line
corresponds to the best fit model in Eq. (7) obtained by maximizing the likelihood function over

101 102102

101

102102

1

EΓ �GeV�
C
ou
nt
s

FIG. 1: Photon counts within 3◦ degrees of the Galactic Center with the inner degree masked. The solid
red line shows the best fit model given in Eq. (7), assuming no continuum contribution. The dashed
black line shows the continuum spectrum for a 130 GeV dark matter annihilating into W+W− (arbitrary
normalization); the spectrum for Z0Z0 is indistinguishable.

4 The best fit null model is {α,β}null = {2.65, 0.95} for the unmasked case and {α,β}null = {2.58, 0.87} for the
masked case.

Relatively common channel (at 1 loop) 

How to explain this with particle DM models? 
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FIG. 2: Regions of 1, 2, and 3 σ significance (filled contours) for θγZ/γγ = arctanNγZ/Nγγ as a function of

mass for the case Nann = 0. The solid lines are contours of Nγγ +NγZ . The best fit point, marked with a

white cross at mχ = 130 GeV and θγZ/γγ = 0, is given in Eq. (7). This figure was made using the masked

data. The analogous plot for the unmasked case is qualitatively the same.

the energy range from 5–200 GeV. The spectrum is well-characterized by a single falling power-law

and a peak at 130 GeV comprised of ∼30 photons.

Figure 2 shows the 1, 2, and 3 σ contours for points in the θγZ/γγ − mχ plane. The best fit

point is marked by the white “X.” There is a clear symmetry in the significance contours, with

regions about 130 and 145 GeV each within 1σ of the best fit model. For the case of a 145 GeV

dark matter, all the photons in the 130 GeV line are due to dark matter annihilation to γZ0
.

Both [13] and [23] note that the presence of two lines at ∼ 130 and 115 GeV is a slightly better

fit to the data; we reproduce the results in [23] when redoing our analysis with the data from [10].

However, for the region of interest analyzed in this work, the data prefer a single line corresponding

to a DM mass of either 130 or 145 GeV, although two lines are consistent within 1 σ.

III. CONTINUUM CONSTRAINT

Now that we have demonstrated the presence of a line (or pair of lines) in the Fermi data

at the Galactic Center, we explore correlated photon signals that are important for a wide class

of models. If the dark matter annihilates to Standard Model particles beyond γγ and/or γZ0
,

additional photons are produced in the decay of these states. The Fermi data has been used

to place constraints on the resulting inclusive photon spectrum using a variety of methods [4–

9, 24, 25]. Currently, the strongest of these bounds comes from a search for γ rays originating from

10 dwarf galaxies in the Milky Way over a 24 month period [6]. For annihilations to W bosons

and mχ � 130 GeV the 95% confidence bound is

σWW v � 10
−25

cm
3/s (Fermi dwarf Galaxy constraint). (8)

The constraint from stacked dwarfs rules out large regions of parameter space for models that can

potentially explain the 130 GeV γ line. In the MSSM, for example, assuming the neutralino makes

up all the dark matter, this constraint rules out all models with
1
2σγZv+σγγv � O

�
10

−28
cm

3/s
�
,

except for wino-bino mixed neutralinos.

4

the Earth limb is in the field of view. We use the class of events designated ULTRACLEAN, which
have a lower effective area but also a lower background than the SOURCE class.

Following [13], we restrict our analysis to the inner 3◦ radius region around the Galactic Center
and neglect possible enhancements from an offset along the plane [13]. Unless explicitly stated,
all results use data where the area within 1 degree of the Galactic Center is masked to reduce
background contributions. We restrict to the energy range 5–200 GeV to minimize uncertainties due
to the point spread function (PSF). The Fermi LAT is designed to measure photons from around
20 MeV to many hundred GeV. The PSF, which encodes the uncertainty in the reconstructed
position in the sky, starts to grow rapidly below a GeV. Specifically, the 68% containment radius
of the PSF is about 0.9◦ at 1 GeV and decreases with energy, approaching ∼ 0.2◦ at high energies.

Appendix A provides the counts per bin for the relevant region of the sky when the inner degree
is both masked and unmasked. The photon counts are given for Nbins = 128 energy bins from
5.1–198 GeV.

B. Fitting The Data

For concreteness, we assume that the signal arises from a WIMP of mass mχ annihilating into
γγ and/or γZ0, thereby producing at most two lines in the photon spectrum at energies

Eγγ = mχ and EγZ = mχ

�
1− m2

Z

4m2
χ

�
. (2)

The WIMP may also annihilate into final states (e.g., W+W−, Z0 Z0, b b, τ+τ−, µ+µ−, etc.) whose
decay products shower and hadronize to produce a continuum photon contribution. Assuming that
the background is a falling power-law parametrized by α,β, the observed photon spectrum expected
from this model is

φ(E) = CEA(E)

�
β

�
E

100 GeV

�−α

+NγγD(E,Eγγ) +NγZD(E,EγZ ) +Nann
dnγ

dE
(E, mχ)

�
, (3)

where Nγγ , NγZ , and Nann are the normalizations of the separate signal components. The function
D(E,Etrue) is the energy dispersion about the true signal energy and is derived using the Fermi
Instrument Response Function (IRF) obtained from the publicly available Science Tools3 — see
Appendix B for a detailed discussion. The normalized differential distributions for different anni-
hilation final states, denoted dnγ/dE, are obtained using Pythia version 8.165 [22] to generate the
spectra. CEA is a corrective factor that accounts for the change in effective area in the 3◦ region
about the Galactic Center, as a function of energy.

For Poisson-distributed data, the best fit values of the parameters α,β, Nγγ , NγZ , and Nann are
obtained by maximizing the likelihood function

lnL(α,β, Nγγ , NγZ , Nann) =
Nbins�

k=1

nk · lnφk − φk − lnnk!, (4)

where nk is the observed photon count and φk =
� Ek

max

Ek
min

φ(E)dE for the kth bin spanning
�
Ek

min, E
k
max

�
. The confidence region about the maximum likelihood, lnLmax, is determined by

lnL ≥ lnLmax −∆ lnL, (5)

3 http://fermi.gsfc.nasa.gov/ssc/data/analysis/
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Supersaturation Constraint

FIG. 4: The 95% C.L. excluded region for Rob
, as defined in Eq. (10), versus mχ assuming annihilation

into W+W−
, Z0 Z0

for the supersaturation analyses using the masked data set. The plotted mass range

corresponds to the 2 σ best fit region. For comparison, Rth

wino
� 200 and Rth

Higgsino
� 700. Pure wino and

Higgsino dark matter are clearly excluded, as discussed in Sec. IV.

W+W−
and Z0Z0

. Clearly, the supersaturation constraint robustly rules out this entire parameter

space.

B. Constraint Utilizing Shape Information

In this section, we present a complementary bound on Rob
that utilizes the shape of the con-

tinuum spectrum. The ratio Nann/(Nγγ +NγZ ) is constrained by performing a log likelihood fit as

described in Sec. II B. For a given value of Nann/(Nγγ +NγZ ) and mχ, we marginalize over α, β,
Nγγ , and NγZ . This analysis is more constraining than the supersaturation results of Sec. III A,

but depends on the assumption that the γ ray background is described by a single power law from

5–200 GeV.

The best fit point is the same as in Eq. (7), with Nann = 0. The fact that the fit prefers

no annihilation to W+W−
is not surprising. Figure 1 shows that a single power law provides a

remarkably good fit to the data between 5–100 GeV. The filled contours in the left panel of Fig. 5

show the 1, 2, and 3 σ confidence regions about the best fit point. The black solid lines denote

contours of Nγγ + NγZ . There is some room for a non-zero annihilation contribution. For these

cases, the continuum spectrum explains the data below ∼15–20 GeV and the power law background

becomes important at larger energies. Typically, the best fit power law is shallower when Nann > 0

than when Nann = 0.

The 2 σ confidence region for Nann/(Nγγ + NγZ ) can be converted into a bound on Rob
by

multiplying by 1/nγ
ann integrated over the appropriate energy range. The result is given on the

right in Fig. 5, which shows the region excluded at 95% C.L. for Rob
. The maximum allowed value

is Rob
max � 10 for a mass of 129 GeV. The entire range of Rob

is excluded outside the plotted range

for mχ because these masses do not provide a good fit to the data.

Electrons and positrons produced by dark matter annihilation can give additional contributions

to the continuum from inverse Compton scattering (ICS) of the interstellar radiation field [29]. Ne-

glecting this contribution is conservative for the supersaturation constraint, but one might wonder

if the addition of ICS photons could improve the spectral correspondence between the model and

the data for the shape constraint, hence weakening the limits.

This paper is organized as follows. Section 2 discusses continuum constraints and IB in

the context of supersymmetry. Section 3 contains details and discussions of the scans, a few

benchmark points, and their fit to the Fermi data. Section 4 discusses relic density and other

relevant dark matter considerations. The main results are summarized in Section 5.

2 Neutralino Dark Matter and Internal Bremsstrahlung

In the Minimal Supersymmetric Standard Model (MSSM), neutralino dark matter is an

admixture of the bino, neutral wino, and the two neutral Higgsinos, and its composition

determines the strength of the gamma ray signal and the relative size of the continuum.

Table 1 lists the approximate annihilation cross sections into γγ, γZ, and the total cross

section for a dark matter particle of mass 130GeV in the three limits (taken from [7]).

Model σγγv (cm
3
s
−1
) σγZv (cm

3
s
−1
) σtotalv (cm

3
s
−1
) Rth

Bino ∼ 10
−30 ∼ 10

−31 ∼ 10
−27 ∼ 1000

Wino 2.5×10
−27

1.4×10
−26

4×10
−24

210

Higgsino 1.1×10
−28

3.7×10
−28

4.2×10
−25

710

Table 1: Annihilation cross sections for various neutralino constituents. The bino cross

sections are with slepton masses at 200GeV. Rth
represents the size of the continuum relative

to the line signal [7].

Recall that the best fit to the Fermi data requires an annihilation cross section of σγγv =

1.27× 10
−27

cm
3
s
−1

for an Einasto profile. While the wino and Higgsino line signals are at

the right order of magnitude to produce this signal, the bino line signals fall several orders of

magnitude short of this requirement. The required cross section can be lowered by allowing

for a steeper dark matter profile at the Galactic Center – for instance, [1] finds that a cross

section of ∼ 2× 10
−28

cm
3
s
−1

can explain the signal close to the Galactic Center (Reg4 and

Reg5 in [1]), where the signal is the most significant, for a contracted Navarro, Frenk, and

White (NFW) dark matter profile with slope α = 1.3. This, however, is still insufficient to

bring line signals from the bino into contention.

The wino and Higgsino, meanwhile, annihilate dominantly into gauge bosons, and their

subsequent decays produce a significant continuum of photons at lower energies. The size of

this continuum is represented by the ratio Rth
, listed in the final column of Table 1, defined

in [7] as

Rth ≡ σann

2σγγ + σγZ
, (1)

which is to be constrained through comparison with the analogous ratio from observation [7]

Rob ≡ 1

nγ
ann

Nann

Nγγ +NγZ
, (2)

2

≤ 90 

Some common models cannot account for this (e.g. neutralino)  

Currently looking for models with “enhanced gamma-lines” 
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FIG. 7: Examples illustrating how dark matter annihilations and astrophysical sources could combine to make up the observed

residual emission surrounding the Galactic Center. In the upper left frame, we show results for a 10 GeV dark matter particle

with an annihilation cross section of σv = 7 × 10
−27

cm
3
/s and which annihilates only to leptons (e+e−, µ+µ−

and τ+τ−
,

1/3 of the time to each). In the upper right frame, we show the same case, but with 10% of the annihilations proceeding to

bb̄. In the lower frame, we show results for a 30 GeV dark matter particle annihilating to bb̄ with an annihilation cross section

of σv = 6 × 10
−27

cm
3
/s. In each case, the annihilation rate is normalized to a halo profile with γ = 1.3. The point source

spectrum is taken as the broken power-law shown in Fig. 4, and the Galactic Ridge emission has been extrapolated from the

higher energy spectrum reported by HESS [12], assuming a pion decay origin and a power-law proton spectrum. See text for

details.

these uncertainties in mind, one should consider all an-
nihilation cross sections shown in Fig. 6 and elsewhere in
this paper to be accurate only to within a factor of a few.

Of course, it is also expected that astrophysical sources
will contribute to the Galactic Center’s gamma ray spec-
trum between 300 MeV and 10 GeV. In Fig. 7, we show
three examples in which emission from a central point
source (as shown in Fig. 4), along with emission from the
Galactic Ridge (as extrapolated from the higher energy
HESS emission, assuming a spectral shape that results
from a power-law spectrum of protons) combine with a
contribution from dark matter to generate the observed
residual emission. Note that the lowest energy emission
is largely generated by the central point source (as sug-
gested by the observed morphology) while the highest
energy bin is dominated by emission from the Galactic
Ridge. Only the 300 MeV-10 GeV range is dominated by
dark matter annihilation products.

C. Millisecond Pulsars

A population of gamma ray point sources surround-
ing the Galactic Center could also potentially contribute
to the observed residual emission. Millisecond pulsars,
which are observed to produce spectra that fall off rapidly
above a few GeV, represent such a possibility [5, 17].

Observations of resolved millisecond pulsars by FGST
have found an average spectrum well described by
dNγ/dEγ ∝ E−1.5

γ exp(−Eγ/2.8GeV) [33]. Similarly, the
46 gamma ray pulsars (millisecond and otherwise) in the
FGST’s first pulsar catalog have a distribution of spec-
tral indices which peaks strongly at Γ =1.38, with 44
out of 46 of the observed pulsars possessing (central val-
ues of their) spectral indices greater than 1.0 [34] (see
Fig. 8). In contrast, to produce a sizable fraction of the
spatially extended residual emission between 300 MeV
and 10 GeV without exceeding the emission observed be-
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these uncertainties in mind, one should consider all an-
nihilation cross sections shown in Fig. 6 and elsewhere in
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Of course, it is also expected that astrophysical sources
will contribute to the Galactic Center’s gamma ray spec-
trum between 300 MeV and 10 GeV. In Fig. 7, we show
three examples in which emission from a central point
source (as shown in Fig. 4), along with emission from the
Galactic Ridge (as extrapolated from the higher energy
HESS emission, assuming a spectral shape that results
from a power-law spectrum of protons) combine with a
contribution from dark matter to generate the observed
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is largely generated by the central point source (as sug-
gested by the observed morphology) while the highest
energy bin is dominated by emission from the Galactic
Ridge. Only the 300 MeV-10 GeV range is dominated by
dark matter annihilation products.

C. Millisecond Pulsars

A population of gamma ray point sources surround-
ing the Galactic Center could also potentially contribute
to the observed residual emission. Millisecond pulsars,
which are observed to produce spectra that fall off rapidly
above a few GeV, represent such a possibility [5, 17].

Observations of resolved millisecond pulsars by FGST
have found an average spectrum well described by
dNγ/dEγ ∝ E−1.5

γ exp(−Eγ/2.8GeV) [33]. Similarly, the
46 gamma ray pulsars (millisecond and otherwise) in the
FGST’s first pulsar catalog have a distribution of spec-
tral indices which peaks strongly at Γ =1.38, with 44
out of 46 of the observed pulsars possessing (central val-
ues of their) spectral indices greater than 1.0 [34] (see
Fig. 8). In contrast, to produce a sizable fraction of the
spatially extended residual emission between 300 MeV
and 10 GeV without exceeding the emission observed be-

5

FIG. 2: The spectrum of residual gamma-ray emission from the inner 5 degrees surrounding the Galactic Center, after sub-

tracting the known sources and line-of-sight gas templates. The dashed line represents the spectrum of the central, point-like

emission, as found by the authors of Refs. [10], [34], and [35]. Above ∼300 MeV, the majority of the observed emission is

spatially extended, and inconsistent with originating from a point source. The dotted line shows the Galactic Ridge emission,

as extrapolated from the higher energy spectrum reported by HESS [36]. In the left frame, I show results for a 10 GeV dark

matter particle with an annihilation cross section of σv = 7× 10
−27

cm
3
/s and which annihilates only to leptons (e+e−, µ+µ−

and τ+τ−
, 1/3 of the time to each). In the right frame, I show the same case, but with an additional 10% of annihilations

proceeding to bb̄. In each case, the annihilation rate is normalized to a halo profile with γ = 1.3. This figure originally appeared

in Ref. [9].

gamma-rays, we include in Fig. 2 the spectrum from

the annihilations of a 10 GeV dark matter particle

(dot-dashed) and from a component extrapolated from

HESS’s observations of the Galactic Ridge (dots) [36].

The sum of these contributions (solid) provides a good fit

to the total observed spectrum, for dark matter which an-

nihilates mostly to leptons (the gamma-ray flux is dom-

inated by annihilations to τ+τ−), possibly with a sub-

dominant fraction proceeding to hadronic final states. To

accommodate the angular extent of the observed gamma-

ray signal, a dark matter distribution of approximately

ρDM ∝ r−1.25
to r−1.4

is required [9]. Interestingly,

the annihilation cross section required to normalize the

gamma-ray signal is not far from the value predicted for

a simple thermal relic (σv = 3 × 10
−26

cm
3
/s). Adopt-

ing central values for the local dark matter density [24],

the annihilation cross section to τ+τ− is required to be

σvττ ≈ (1− 5)× 10
−27

cm
3
/s for a dark matter distribu-

tion with an inner slope of 1.3 to 1.4. If the dark matter

also annihilates to electrons and muons at a similar rate,

the total annihilation cross section falls within a factor

of a few of the canonical estimate of 3× 10
−26

cm
3
/s.

1

1 While these results are largely based on the analysis of Ref. [9]
(and its predecessors Refs. [10, 37]), an independent analysis of
the Fermi data in the direction Galactic Center was also pre-
sented in Ref. [34]. The results of Ref. [34] are in good agree-
ment with those of Ref. [9]. In particular, Ref. [34] find that the
inclusion of a dark matter-like signal in their analysis improves
the log-likelihood of their fit by 25 with the addition of only one
new parameter, corresponding to a significance of approximately
5σ [34]. The Fermi Collaboration has also presented prelimi-

Although astrophysical origins of the gamma-ray emis-

sion observed from the Galactic Center region have been

discussed [9], considerable challenges are faced by such

interpretations. Possibilities that have been considered

include emission from the central supermassive black

hole [10, 35], and from a population of unresolved point

sources, such as millisecond pulsars [39].

In the case of the supermassive black hole, direct emis-

sion from this object is not consistent with the observed

morphology of the gamma-ray signal. The observed an-

gular extent of the emission could be reconciled, how-

ever, if the gamma-rays originate from cosmic rays that

have been accelerated by the black hole and then diffuse

throughout the surrounding interstellar medium, produc-

ing pions through interactions with gas [35, 40]. The

spectral shape of the spatially extended emission is very

difficult to account for with gamma-rays from pion decay,

however. Even for a monoenergetic spectrum of protons,

the resulting spectrum of gamma-rays from pion decay

does not rise rapidly enough to account for the observed

gamma-ray spectrum.

A large population of unresolved gamma-ray pulsars

surrounding the Galactic Center has also been proposed

to account for the observed emission [9, 10, 39]. The spec-

tra observed from among the 46 pulsars in the FGST’s

first pulsar catalog, however, are typically much softer

than is observed from the Galactic Center [9, 41]. Unless

the spectra among the population of pulsars surrounding

nary findings [38] which describe a spectrum of excess emission
consistent with that found in Ref. [9].
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Fig. 3. – Spectra from the likelihood analysis of the Fermi LAT data (number of counts vs
reconstructed energy) in a 7◦×7◦ region around the Galactic Center (number of counts vs
reconstructed energy)

Fig. 4. – Residuals ( (exp.data - model)/model) of the above likelihood analysis. The blue area
shows the systematic errors on the effective area.

tools [17]). The P6−v3 version of the Instrument Response Functions and event classifi-
cation was used. For this analysis a region of interest (RoI) of 7◦×7◦ was considered in
order to minimize the diffuse backgrounds contributions. The RoI was centered at the
Galactic Center position at RA = 266.46◦, Dec=-28.97◦. The events were selected to
have an energy between 400MeV and 100GeV, to be of the ”diffuse” class (high purity
sample) and to have converted in the front part of the tracker. The selection conditions
provided us with events with very well reconstructed incoming direction. Data have been
binned into a 100×100bins map for the subsequent likelihood analysis. In order to per-
form maximum likelihood analysis of the data, a model of the already known sources and
the diffuse background should be built. The used model is made of 11 sources from the
Fermi 1 year catalog [3] which are located within or very close to the considered region

Cañadas, Morselli, Vitale 2010 

But there are other possible explanations: 
 
-  Consistency of the excess with a millisecond pulsar 

population 

-  Cosmic-ray effects 

-  Different spectrum of the point source at the galactic 
center,     

Abazajian 1011.4275 

Chernyakova 1009.2630 

 Boyarsky, Malyshev, Ruchayskiy, 1012.5839 
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Fig. 3. – Spectra from the likelihood analysis of the Fermi LAT data (number of counts vs
reconstructed energy) in a 7◦×7◦ region around the Galactic Center (number of counts vs
reconstructed energy)
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provided us with events with very well reconstructed incoming direction. Data have been
binned into a 100×100bins map for the subsequent likelihood analysis. In order to per-
form maximum likelihood analysis of the data, a model of the already known sources and
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Cañadas, Morselli, Vitale 2010 

Hooper, Goodenough 2010  
Hooper, Linden 2011 

Compatible with the annihilation of 
a light WIMP ~10 GeV 

Abazajian 1011.4275 
Chernyakova 1009.2630 

 Boyarsky, Malyshev, Ruchayskiy, 1012.5839 

or due to millisecond pulsars, cosmic 
ray effects or different spectrum at 
galactic centre.  

There can also be surprises in Fermi LAT data at low energy 

Gordon, Macas 1306.5725 

Daylan et al. 1402.6703 
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FIG. 17: A comparison of the spectral shape of the gamma-
ray excess described in this paper (error bars) to that mea-
sured from a number of high-significance globular clusters
(NGC 6266, 47 Tuc, and Terzan 5), and from the sum of
all millisecond pulsars detected as individual point sources by
Fermi. The gamma-ray spectrum measured from millisecond
pulsars and from globular clusters (whose emission is believed
to be dominated by millisecond pulsars) is consistently softer
than that of the observed excess at energies below ∼1 GeV.
See text for details.

Fig. 17, we compare the spectral shape of the gamma-

ray excess to that measured from a number of globular

clusters, and from the sum of all resolved millisecond pul-

sars. Here, we have selected the three highest significance

globular clusters (NGC 6266, 47 Tuc, and Terzan 5), and

plotted their best fit spectra as reported by the Fermi
Collaboration [76]. For the emission from resolved mil-

lisecond pulsars, we include the 37 sources as described

in Ref. [11]. Although each of these spectral shapes pro-

vides a reasonably good fit to the high-energy spectrum,

they also each significantly exceed the amount of emis-

sion that is observed at energies below ∼1 GeV. This

comparison further disfavors millisecond pulsars as the

source of the observed gamma-ray excess.

The near future offers encouraging prospects for de-

tecting further evidence in support of a dark matter in-

terpretation of this signal. The dark matter mass and

annihilation cross section implied by the gamma-ray ex-

cess is similar to Fermi ’s sensitivity from observations of

dwarf spheroidal galaxies. In fact, the Fermi Collabora-
tion has reported a modestly statistically significant ex-

cess (∼2-3σ) in their search for annihilating dark matter

particles in dwarf galaxies. If interpreted as a detection of

dark matter, this observation would imply a similar mass

and cross section to that favored by our analysis [33]. A

similar (∼3σ) excess has also been reported from the di-

rection of the Virgo Cluster [77, 78]. With the full dataset

anticipated from Fermi ’s 10 year mission, it may be pos-

sible to make statistically significant detections of dark

matter annihilation products from a few of the brightest

dwarf galaxies, galaxy clusters, and perhaps nearby dark

matter subhalos [79]. Anticipated measurements of the

cosmic-ray antiproton-to-proton ratio by AMS may also

be sensitive to annihilating dark matter with the charac-

teristics implied by our analysis [80, 81].

IX. SUMMARY AND CONCLUSIONS

In this study, we have revisited and scrutinized the

gamma-ray emission from the central regions of the Milky

Way, as measured by the Fermi Gamma-Ray Space Tele-

scope. In doing so, we have confirmed a robust and

highly statistically significant excess, with a spectrum

and angular distribution that is in excellent agreement

with that expected from annihilating dark matter. The

signal is distributed with approximate spherical symme-

try around the Galactic Center, with a flux that falls

off as Fγ ∝ r−(2.2−2.6)
, implying a dark matter distri-

bution of ρ ∝ r−γ
, with γ � 1.1 − 1.3. The spectrum

of the excess peaks at ∼1-3 GeV, and is well fit by 31-

40 GeV dark matter particles annihilating to bb̄. The

annihilation cross section required to normalize this sig-

nal is σv = (1.4 − 2.0) × 10
−26

cm
3
/s (for a local dark

matter density of 0.3 GeV/cm
3
), in good agreement with

the value predicted for a simple thermal relic. In partic-

ular, a dark matter particle with this cross section will

freeze-out of thermal equilibrium in the early universe

to yield an abundance approximately equal to the mea-

sured cosmological dark matter density (for the range of

masses and cross sections favored for other annihilation

channels, see Sec. VII).

In addition to carrying out two different analyses (as

described in Secs. IV and V), subject to different sys-

tematic uncertainties, we have applied a number of tests

to our results in order to more stringently determine

whether the characteristics of the observed excess are in

fact robust and consistent with the signal predicted from

annihilating dark matter. These tests uniformly confirm

that the signal is present throughout the Galactic Center

and Inner Galaxy (extending out to angles of at least 10
◦

from the Galactic Center), without discernible spectral

variation or significant departures from spherical sym-

metry. No known, anticipated, or proposed astrophysical

diffuse emission mechanisms can account for this excess.

And while a population of several thousand millisecond

pulsars could have plausibly been responsible for much of

the anomalous emission observed from within the inner-

most ∼ 1
◦−2

◦
around the Galactic Center, the extension

of this signal into regions well beyond the confines of the

central stellar cluster strongly disfavors such objects as

the primary source of this signal. In light of these consid-

erations, we consider annihilating dark matter particles

to be the leading explanation for the origin of this signal,

with potentially profound implications for cosmology and

particle physics.
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Predictions for indirect detection (gamma-ray searches) 

DM annihilation in the galactic halo. Measurements of the antiproton flux performed by

the PAMELA satellite [96, 97] agree very well with the expected astrophysical background.

Consequently, these observations can be used to set bounds on the annihilation cross-section

of light dark matter in hadronic channels. The resulting limits are comparable to those from

Fermi LAT on dSphs, although bb̄ and cc̄ final states are especially constrained below 40 GeV

for the most probable set of parameters [98]. Even if these results are more stringent, they

are extremely sensitive to the model that describes the propagation of antiprotons in the

Galaxy. In fact, if we take into account the uncertainty in the parameters describing these

models, the bounds can be modified up to about an order of magnitude so that the bb̄ and

cc̄ channels might move from a non-constrained region to one with stringent bounds.

Lastly, searches for spectral features in the AMS positron fraction data [99] have been

used to derive upper limits on 〈σv〉0 for leptonic channels [100]. Since the bound on the τ+τ−

channel is placed above ∼ 20 GeV, these findings do not exclude any point in our data set.

In Fig. 5, we show the thermally averaged RH sneutrino annihilation cross-section in

the galactic halo, ξ2〈σv〉0 as a function of the RH sneutrino mass. The fractional density,

ξ = min[1,ΩÑ1
h2/0.13], is included to account for the reduction in the rate in the cases where

the RH sneutrino only contributes to a fraction of the total DM density (assuming that it is

present in the DM halo in the same proportion as in the Universe). The entire set of points

fulfil all the experimental constraints and reproduce the right relic abundance. The plot on

the right-hand side also incorporates the limits from direct detection experiments.

As in the previous figures, black circles indicate the points for which the RH sneutrino

annihilation cross-section exceeds the Fermi LAT constraint. It should be noted that upper

bounds on 〈σv〉0 are derived for pure channels. Although in our analysis we do not obtain

pure annihilation channels (but a mixture of various), we have implemented the corresponding

constraint when the contribution of a specific channel was dominant over the others. For the

H0
1H

0
1 , A

0
1A

0
1, and gg channels we consider the same limit as for bb̄. On the other hand,

for a 10 GeV DM particle, the primary gamma ray spectra for the τ+τ− and cc̄ final states

above 1 GeV are very similar [101] and the inverse Compton contribution is negligible for

dark mater masses below 500 GeV in the energy range observed by the Fermi satellite [32].

Consequently, at first order we will apply the bounds for τ+τ− to the cc̄ final states.

As it is illustrated in Fig. 5, Fermi LAT constraints compromise a small region of the

allowed parameter space, but its effect is particularly severe for light masses. In particular,

many of the examples with τ+τ− and cc̄ final states become disfavoured for this reason.

In some cases, the predicted flux is several orders of magnitude below the current exper-

imental sensitivity. These points correspond to those in which RH sneutrino annihilation

proceeds through a resonant s-channel Higgs-mediated diagram mÑ1
$ mH0

1
/2 or in which

co-annihilation effects help to reduce the relic density. In these cases, the correlation between
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mÑ1
(GeV) ξ2〈σv〉0(cm3/s) %bb̄ %τ+τ− %cc̄ %gg ξσSI

Ñ1p
(pb)

11.08 1.28 × 10−26 88.25 6.81 4.29 0.59 3.03 × 10−9

12.51 1.23 × 10−26 89.28 6.75 3.21 0.72 4.14 × 10−10

13.87 1.21 × 10−26 86.86 6.68 5.42 0.97 1.72 × 10−11

14.96 1.42 × 10−26 89.74 6.81 2.56 0.83 4.09 × 10−10

18.69 2.34 × 10−26 86.84 6.80 4.63 1.65 1.04 × 10−9

21.13 1.73 × 10−26 87.56 6.94 3.67 1.74 7.17 × 10−12

23.60∗ 2.10 × 10−26 79.76 6.65 9.20 4.22 6.69 × 10−10

27.35 1.72 × 10−26 66.26 4.88 1.86 9.91 5.91 × 10−11

35.62** 1.71 × 10−26 90.54 7.70 0.47 1.22 1.05 × 10−10

42.98 3.05 × 10−26 73.47 6.77 7.86 11.29 4.91 × 10−12

43.54 3.03 × 10−26 91.19 7.92 0.38 0.45 7.35 × 10−13

45.48 3.19 × 10−26 52.50 5.11 16.11 24.45 4.31 × 10−11

48.29 2.98 × 10−26 91.13 8.16 0.08 0.56 2.33 × 10−10

Table 2: Sample points within the 5σ region consistent with the observed low-energy excess in

the gamma-ray emission at the GC identified in the Fermi LAT data (see Fig. 10 and Table. IV in

Ref. [26]). For each point we indicate the RH sneutrino mass, thermally averaged annihilation cross-

section, annihilation final states, and spin-independent elastic-scattering cross-section. The asterisk

denotes an example compatible with the best fit point of Ref. [26] and two asterisks correspond to an

example for Ref. [28].

the annihilation cross-section in the Early Universe and in the DM halo is lost and the latter

can be significantly smaller.

Finally, notice that if the low-energy excess in the gamma ray flux from the Galactic

Centre was confirmed, the analyses of Refs. [20–25,28] suggest that it could be explained by

annihilation of light dark matter particles. The analysis of this excess in Ref. [26] favours

DM with a mass in the range of around 8− 65 GeV, annihilating preferentially to a mixture

of τ+τ− and bb̄ final states with 〈σv〉0 of order of the thermal relic value (see Fig. 10 and

Table. IV in Ref. [26]). Several particle physics solutions have been proposed in this mass

range [54,102–115]. In Table 2, we show some examples of the RH sneutrino parameter space

with dominant bb̄ annihilation inside the 5σ confidence region derived in Ref. [26], as well as

an example for the best-fit point. Findings in Ref. [26] are in agreement with the results of a

recent work, which favours 31−40 GeV DM annihilating to bb̄ with 〈σv〉0 = (1.4−2.0)×10−26

cm3s−1 [28]. We also provide an example compatible with this range.
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Table 2: Sample points within the 5σ region consistent with the observed low-energy excess in

the gamma-ray emission at the GC identified in the Fermi LAT data (see Fig. 10 and Table. IV in

Ref. [26]). For each point we indicate the RH sneutrino mass, thermally averaged annihilation cross-

section, annihilation final states, and spin-independent elastic-scattering cross-section. The asterisk

denotes an example compatible with the best fit point of Ref. [26] and two asterisks correspond to an

example for Ref. [28].

the annihilation cross-section in the Early Universe and in the DM halo is lost and the latter

can be significantly smaller.

Finally, notice that if the low-energy excess in the gamma ray flux from the Galactic

Centre was confirmed, the analyses of Refs. [20–25,28] suggest that it could be explained by

annihilation of light dark matter particles. The analysis of this excess in Ref. [26] favours

DM with a mass in the range of around 8− 65 GeV, annihilating preferentially to a mixture

of τ+τ− and bb̄ final states with 〈σv〉0 of order of the thermal relic value (see Fig. 10 and

Table. IV in Ref. [26]). Several particle physics solutions have been proposed in this mass

range [54,102–115]. In Table 2, we show some examples of the RH sneutrino parameter space

with dominant bb̄ annihilation inside the 5σ confidence region derived in Ref. [26], as well as

an example for the best-fit point. Findings in Ref. [26] are in agreement with the results of a

recent work, which favours 31−40 GeV DM annihilating to bb̄ with 〈σv〉0 = (1.4−2.0)×10−26

cm3s−1 [28]. We also provide an example compatible with this range.
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Direct Detection of Dark Matter 
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Scattered  
WIMP 

Recoiling 
Nucleus 

•  Ionization 
•  Scintillation 
•  Phonons 

•  Bubble nucleation	  

WIMP scattering with nuclei can be measured through	  

Detection rate	  

Astrophysical parameters	  Experimental setup	   Theoretical input	  

Local DM density 
Velocity distribution factor	  

Differential cross section 
(of WIMPs with quarks) 
 
Nuclear uncertainties 	  

Target material (sensitiveness to 
spin-dependent and –independent 
couplings) 

Detection threshold  

1 Introduction

2 Direct dark matter detection

Let us start by briefly reviewing some basic expressions describing the WIMP rate in

direct dark matter detection [1] (for a recent review see Ref. [2]).

The differential event rate for the elastic scattering of a WIMP with mass mχ off a

nucleus with mass mN is given by

dR

dER
=

ρ0
mN mχ

∫ ∞

vmin

vf(v)
dσWN

dER
(v, ER) dv , (2.1)

where ρ0 is the local WIMP density and f(v) is the WIMP speed distribution in the

detector frame normalized to unity. The integration over WIMP speeds is performed

from the minimum WIMP speed which can induce a recoil of energy ER: vmin =√
(mNER)/(2µ2

N) and a escape velocity vesc, the maximum speed in the Galactic rest

frame for WIMPs which are gravitationally bound to the Milky Way. The total event

rate is then calculated by integrating the differential event rate over all the possible

recoil energies,

R =

∫ ∞

ET

dER
ρ0

mN mχ

∫ ∞

vmin

vf(v)
dσWN

dER
(v, ER) dv . (2.2)

Here ET is the threshold energy, the smallest recoil energy which the detector is capable

of measuring, and is a crucial parameter of the experimental setup.

In general, the WIMP-nucleus cross section can be separated into a spin-independent

(scalar) and a spin-dependent contribution, and the total WIMP-nucleus cross section

is calculated by adding coherently the above spin and scalar components, using nuclear

wave functions. The differential cross section thus reads

dσWN

dER
=

mN

2µ2
Nv

2

(
σSI
0 F 2

SI(ER) + σSD
0 F 2

SD(ER)
)
, (2.3)

where σSI, SD
0 are the spin-independent and -dependent cross sections at zero momen-

tum transfer, and the form factors FSI, SD(ER) account for the coherence loss which

leads to a suppression in the event rate for heavy WIMPs or nucleons in the spin-

independent and -dependent contributions.

[DC: Not sure we should start with this since we do not determine the ex-

pressions of the effective Lagrangian and this is actually only for Fermions.

2

Direct DM detection, where do we stand? 

For a 100 GeV WIMP, this implies 
recoil energies of order  ER~ 10 keV	  
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The WIMP-nucleus cross section has two components 

Spin-independent contribution: scalar (or vector) coupling of WIMPs with quarks 	  

Spin-dependent contribution: WIMPs couple to the quark axial current	  

Total cross section with Nucleus scales as A2 	  

Total cross section with Nucleus scales as J/(J+1) 	  
Only present for nuclei with J≠ 0 and WIMPs with spin	  

Present for all nuclei (favours heavy targets) and WIMPs	  

2 Direct dark matter detection

Let us start by briefly reviewing the basic expressions that describe the WIMP rate in

direct dark matter detection [23] (for a recent review see Ref. [24]).

The differential event rate for the elastic scattering of a WIMP with mass mχ off a

nucleus with mass mN is given by

dR

dER
=

ρ0
mN mχ

∫ ∞

vmin

vf(v)
dσWN

dER
(v, ER) dv , (2.1)

where ρ0 is the local WIMP density and f(v) is the WIMP speed distribution in the

detector frame normalized to unity. The integration over WIMP speeds is performed

from the minimum WIMP speed which can induce a recoil of energy ER, vmin =
√

(mNER)/(2µ2
N), and a escape velocity vesc, the maximum speed in the Galactic rest

frame for WIMPs which are gravitationally bound to the Milky Way. The total event

rate is then calculated by integrating the differential event rate over all the possible

recoil energies,

R =

∫ ∞

ET

dER
ρ0

mN mχ

∫ ∞

vmin

vf(v)
dσWN

dER
(v, ER) dv . (2.2)

Here ET is the threshold energy, the smallest recoil energy which the detector is capable

of measuring, and is a crucial parameter of the experimental setup.

In general, the WIMP-nucleus cross section can be separated into a spin-independent

(SI) and a spin-dependent (SD) contribution, and the total WIMP-nucleus cross sec-

tion is calculated by adding coherently the above spin and scalar components, using

nuclear wave functions. The differential cross section thus reads

dσWN

dER
=

(

dσWN

dER

)

SI

+

(

dσWN

dER

)

SD

=
mN

2µ2
Nv

2

(

σSI
0 F 2

SI(ER) + σSD
0 F 2

SD(ER)
)

, (2.3)

where σSI, SD
0 are the spin-independent and -dependent cross sections at zero momen-

tum transfer, and the form factors FSI, SD(ER) account for the coherence loss which

leads to a suppression in the event rate for heavy WIMPs or nucleons in the SI and

SD contributions.

The observed number of dark matter events and the differential rate are subject

to uncertainties in the nuclear form factors and the parameters describing the dark

matter halo. Determining the impact of these is crucial to understand the capability
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loss which leads to a suppression in the event rate for heavy WIMPs or nucleons. In general,
we can express the differential cross section as

dσWN

dER
=

mN

2µ2
Nv2

(

σSI
0 F 2

SI(ER) + σSD
0 F 2

SD(ER)
)

, (5)

where σSI, SD
0 are the spin-independent and -dependent cross sections at zero momentum

transfer.
The origin of the different contributions is best understood at the microscopic level, by

analysing the Lagrangian which describes the WIMP interactions with quarks. The contribu-
tions to the spin-independent cross section arise from scalar and vector couplings to quarks,
whereas the spin-dependent part of the cross section originates from axial-vector couplings.
These contributions are characteristic of the particular WIMP candidate (see, e.g., [2]) and
can be potentially useful for their discrimination in direct detection experiments.

2.1 Spin-dependent contribution

The contributions to the spin-dependent (SD) part of the WIMP-nucleus scattering cross
section arise from couplings of the WIMP field to the quark axial current, q̄γµγ5q. For
example, if the WIMP is a (Dirac or Majorana) fermion, such as the lightest neutralino in
supersymmetric models, the Lagrangian can contain the term

L ⊃ αA
q (χ̄γ

µγ5χ)(q̄γµγ5q) . (6)

If the WIMP is a spin 1 field, such as in the case of LKP and LTP, the interaction term is
slightly different,

L ⊃ αA
q ε

µνρσ(Bρ

↔

∂µ Bν)(q̄γ
σγ5q) . (7)

In both cases, the nucleus, N , matrix element reads

〈N |q̄γµγ5q|N〉 = 2λN
q 〈N |JN |N〉 , (8)

where the coefficients λN
q relate the quark spin matrix elements to the angular momentum of

the nucleons. They can be parametrized as

λN
q $

∆(p)
q 〈Sp〉+∆(n)

q 〈Sn〉
J

, (9)

where J is the total angular momentum of the nucleus, the quantities ∆qn are related to

the matrix element of the axial-vector current in a nucleon, 〈n|q̄γµγ5q|n〉 = 2s(n)µ ∆(n)
q , and

〈Sp,n〉 = 〈N |Sp,n|N〉 is the expectation value of the spin content of the proton or neutron
group in the nucleus1. Adding the contributions from the different quarks, it is customary to
define

ap =
∑

q=u,d,s

αA
q√

2GF
∆p

q ; an =
∑

q=u,d,s

αA
q√

2GF
∆n

q , (10)

1These quantities can be determined from simple nuclear models. For example, the single-particle shell
model assumes the nuclear spin is solely due to the spin of the single unpaired proton or neutron, and therefore
vanishes for even nuclei. More accurate results can be obtained by using detailed nuclear calculations.

3

and

Λ =
1

J
[ap〈Sp〉+ an〈Sn〉] . (11)

The resulting differential cross section can then be expressed (in the case of a fermionic
WIMP) as

(

dσWN

dER

)

SD
=

16mN

πv2
Λ2G2

FJ(J + 1)
S(ER)

S(0)
, (12)

(using d|#q|2 = 2mNdER). The expression for a spin 1 WIMP can be found, e.g., in Ref. [2].
In the parametrization of the form factor it is common to use a decomposition into

isoscalar, a0 = ap + an, and isovector, a1 = ap − an, couplings

S(q) = a20S00(q) + a0a1S01(q) + a21S11(q) , (13)

where the parameters Sij are determined experimentally.

2.2 Spin-independent contribution

Spin-independent (SI) contributions to the total cross section may arise from scalar-scalar
and vector-vector couplings in the Lagrangian:

L ⊃ αS
q χ̄χq̄q + αV

q χ̄γµχq̄γ
µq . (14)

The presence of these couplings depends on the particle physics model underlying the WIMP
candidate. In general one can write

(

dσWN

dER

)

SI
=

mNσ0F 2(ER)

2µ2
Nv2

, (15)

where the nuclear form factor for coherent interactions F 2(ER) can be qualitatively under-
stood as a Fourier transform of the nucleon density and is usually parametrized in terms of
the momentum transfer as [3; 4]

F 2(q) =
(

3j1(qR1)

qR1

)2

exp
[

−q2s2
]

, (16)

where j1 is a spherical Bessel function, s % 1 fm is a measure of the nuclear skin thickness,
and R1 =

√
R2 − 5s2 with R % 1.2A1/2 fm. The form factor is normalized to unity at zero

momentum transfer, F (0) = 1.
The contribution from the scalar coupling leads to the following expression for the WIMP-

nucleon cross section,

σ0 =
4µ2

N

π
[Zfp + (A− Z)fn]2 , (17)

with
fp

mp
=

∑

q=u,d,s

αS
q

mq
fp
Tq +

2

27
fp
TG

∑

q=c,b,t

αS
q

mq
, (18)

where the quantities fp
Tq represent the contributions of the light quarks to the mass of the

proton, and are defined as mpf
p
Tq ≡ 〈p|mq q̄q|p〉. Similarly the second term is due to the

4

49	  TAE	  Benasque	  2014	  



Superheated 
liquids  
(bubble) 

Scintillation 
(light) 

Ionization 
(charge) 

Phonon 
(heat) 

From  the thesis of Clara Cuesta Soria 

PICASSO (C4F10) 
SIMPLE (C2ClF5) 
COUPP (CF3I) 

DAMA/LIBRA (NaI) « 
KIMS (CsI) 
XMASS (Xe) 
ANAIS (NaI) 
DM-Ice (NaI)  
DEAP3600 (Ar) 
MiniCLEAN (Ar) 

XENON100 (Xe) 
ZEPLIN-III (Xe) 
LUX (Xe) 
XENON1T (Xe) 
ArDM (Ar) 
DarkSide (Ar) 

CRESST (CaWO4) « 
EURECA (CaWO4) 
 

CUORE (TeO2) 
CDMS (Ge, Si« ) 
EDELWEISS-II (Ge) 
SuperCDMS (Ge) 
EURECA (Ge) 

CoGeNT (Ge) « 
TEXONO-CDEX (Ge) 
C-4 (Ge) 
DRIFT (CS2)  
DM-TPC (CF4) 
NEWAGE (CF4) 
MIMAC (3He/CF4) 
MAJORANA  (Ge) 
GERDA  (Ge) 

Present 
Future 
« DM hints 

The combination 
of signals is used 
to discriminate 
backgrounds 

50	  TAE	  Benasque	  2014	  



Figure 1: The dependence of the spin independent differential event rate on the WIMP mass
and target. The solid and dashed lines are for Ge and Xe respectively and WIMP masses of
(from top to bottom at ER = 0keV) 50, 100 and 200 keV. The scattering cross-section on
the proton is taken to be σSI

p = 10−8 pb.

4.2 Time dependence

The Earth’s orbit about the Sun leads to a time dependence, specifically an annual modula-
tion, in the differential event rate [29; 49]. The Earth’s speed with respect to the Galactic
rest frame is largest in Summer when the component of the Earth’s orbital velocity in the
direction of solar motion is largest. Therefore the number of WIMPs with high (low) speeds
in the detector rest frame is largest (smallest) in Summer. Consequently the differential event
rate has an annual modulation, with a peak in Winter for small recoil energies and in Summer
for larger recoil energies [50]. The energy at which the annual modulation changes phase is
often referred to as the ‘crossing energy’.

Since the Earth’s orbital speed is significantly smaller than the Sun’s circular speed the
amplitude of the modulation is small and, to a first approximation, the differential event rate
can, for the standard halo model, be written approximately as a Taylor series:

dR

dER
≈

¯(

dR

dER

)

[1 +∆(ER) cosα(t)] , (27)

where α(t) = 2π(t − t0)/T , T = 1 year and t0 ∼ 150 days. In fig. 2 we plot the energy

dependence of the amplitude in terms of vmin (recall that vmin ∝ E1/2
R with the constant of

proportionality depending on the WIMP and target nuclei masses). The amplitude of the
modulation is of order 1-10 %.

The Earth’s rotation provides another potential time dependence in the form of a diur-
nal modulation as the Earth acts as a shield in front of the detector [51; 52], however the

10

DAMA (DAMA/LIBRA) signal on annual modulation 

cumulative exposure 427,000 kg x day 
(13 annual cycles) 

DAMA/LIBRA Coll. ‘10 

energy threshold of 2 keV is considered.
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Figure 1: Experimental model-independent residual rate of the single-

hit scintillation events, measured by DAMA/NaI over seven and by
DAMA/LIBRA over six annual cycles in the (2 – 6) keV energy interval
as a function of the time [4, 5, 17, 18]. The zero of the time scale is Jan-
uary 1st of the first year of data taking. The experimental points present
the errors as vertical bars and the associated time bin width as horizontal
bars. The superimposed curve is A cos ω(t − t0) with period T = 2π

ω = 1
yr, phase t0 = 152.5 day (June 2nd) and modulation amplitude, A, equal
to the central value obtained by best fit over the whole data: cumulative
exposure is 1.17 ton × yr. The dashed vertical lines correspond to the
maximum expected for the DM signal (June 2nd), while the dotted vertical
lines correspond to the minimum. See Refs. [17, 18] and text.

The DAMA/LIBRA data released so far correspond to six annual cycles
for an exposure of 0.87 ton×yr [17, 18]. Considering these data together
with those previously collected by DAMA/NaI over 7 annual cycles (0.29
ton×yr), the total exposure collected over 13 annual cycles is 1.17 ton×yr;
this is orders of magnitude larger than the exposures typically collected
in the field. Several analyses on the model-independent DM annual mod-
ulation signature have been performed (see Refs. [17, 18] and references
therein); here just few arguments are mentioned. In particular, Fig. 1
shows the time behaviour of the experimental residual rates of the single-

hit events collected by DAMA/NaI and by DAMA/LIBRA in the (2–6) keV
energy interval [17, 18]. The superimposed curve is the cosinusoidal func-
tion: A cos ω(t− t0) with a period T = 2π

ω = 1 yr, with a phase t0 = 152.5
day (June 2nd), and modulation amplitude, A, obtained by best fit over
the 13 annual cycles. The hypothesis of absence of modulation in the data
can be discarded [17, 18] and, when the period and the phase are released
in the fit, values well compatible with those expected for a DM particle
induced effect are obtained [18]; for example, in the cumulative (2–6) keV
energy interval: A = (0.0116±0.0013) cpd/kg/keV, T = (0.999±0.002) yr

4

... however other experiments (CDMS, Xenon, CoGeNT, ZEPLIN, Edelweiss, ...) did 
not confirm (its interpretation in terms of WIMPs).  
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Direct DM detection, where do we stand? 
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CDMS (2010/11)
EDELWEISS (2011/12)

XENON10 (2011)

XENON100 (2011)

COUPP (2012)
SIMPLE (2012)

ZEPLIN-III (2012)
CRESST-II (2012)

XENON100 (2012)
observed limit (90% CL)

Expected limit of this run: 

 expected! 2 ±
 expected! 1 ±

FIG. 3: New result on spin-independent WIMP-nucleon scat-
tering from XENON100: The expected sensitivity of this run
is shown by the green/yellow band (1σ/2σ) and the result-
ing exclusion limit (90% CL) in blue. For comparison, other
experimental results are also shown [19–22], together with
the regions (1σ/2σ) preferred by supersymmetric (CMSSM)
models [18].

the benchmark region fluctuates to 2 events is 26.4% and
confirms this conclusion.

A 90% confidence level exclusion limit for spin-
independent WIMP-nucleon cross sections σχ is calcu-
lated, assuming an isothermal WIMP halo with a lo-
cal density of ρχ = 0.3GeV/c3, a local circular veloc-
ity of v0 = 220 km/s, and a Galactic escape velocity of
vesc = 544 km/s [17]. Systematic uncertainties in the en-
ergy scale as described by the Leff parametrization of [6]
and in the background expectation are profiled out and
represented in the limit. Poisson fluctuations in the num-
ber of PEs dominate the S1 energy resolution and are
also taken into account along with the single PE resolu-
tion. The expected sensitivity of this dataset in absence
of any signal is shown by the green/yellow (1σ/2σ) band
in Fig. 3. The new limit is represented by the thick blue
line. It excludes a large fraction of previously unexplored
parameter space, including regions preferred by scans of
the constrained supersymmetric parameter space [18].

The new XENON100 data provide the most strin-
gent limit for mχ > 8GeV/c2 with a minimum of
σ = 2.0 × 10−45 cm2 at mχ = 55GeV/c2. The max-
imum gap analysis uses an acceptance-corrected expo-
sure of 2323.7 kg×days (weighted with the spectrum of a
100GeV/c2 WIMP) and yields a result which agrees with
the result of Fig. 3 within the known systematic differ-
ences. The new XENON100 result continues to challenge
the interpretation of the DAMA [19], CoGeNT [20], and
CRESST-II [21] results as being due to scalar WIMP-
nucleon interactions.
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Table 4 Results of the maximum likelihood fit. Shown are the ex-
pected total contributions from the backgrounds considered as well
as from a possible WIMP signal, for the parameter values of the
two likelihood maxima. The small statistical error given for the e/γ -
background reflects the large number of observed events in the e/γ -
band. The other errors correspond to a 1σ confidence interval as de-
termined by MINOS (see Sect. 5.1). The corresponding WIMP mass
and interaction cross section are listed for each of the two likelihood
maxima

M1 M2

e/γ -events 8.00 ± 0.05 8.00 ± 0.05

α-events 11.5+2.6
−2.3 11.2+2.5

−2.3

Neutron events 7.5+6.3
−5.5 9.7+6.1

−5.1

Pb recoils 15.0+5.2
−5.1 18.7+4.9

−4.7

Signal events 29.4+8.6
−7.7 24.2+8.1

−7.2

mχ [GeV] 25.3 11.6

σWN [pb] 1.6 · 10−6 3.7 · 10−5

6.1 Resulting fit parameters

We find that the total likelihood function has two maxima in
the parameter space, which we denote M1 and M2, respec-
tively. M1 is the global maximum, but M2 is only slightly
disfavored with respect to M1. We will hence discuss both
solutions in the following.

Table 4 shows the expected contributions of the back-
grounds and of a possible WIMP signal in the two likeli-
hood maxima. The background contributions are very sim-
ilar for M1 and M2: The expected e/γ -background is one
event per module according to the choice of the acceptance
region, with a negligible statistical uncertainty due to the
large number of events in the e/γ -band. The lead recoil and
the α-background are similar to our simple estimates given
in Sect. 4. Both these backgrounds are slightly larger than
the contribution from neutron scatterings. In the context of
the latter, the fit assigns roughly half of the coincident events
to neutrons from a radioactive source and to muon-induced
neutrons, respectively. This translates into about 10 % of the
single neutron background being muon-induced.

In both likelihood maxima the largest contribution is as-
signed to a possible WIMP signal. The main difference
between the two likelihood maxima concerns the best-fit
WIMP mass and the corresponding cross section, with mχ =
25.3 GeV in case of M1 and mχ = 11.6 GeV for the
case M2. The possibility of two different solutions for the
WIMP mass can be understood as a consequence of the dif-
ferent nuclei present in our target material. The given shape
of the observed energy spectrum can be explained by two
sets of WIMP parameters: in the case of M1, the WIMPs are
heavy enough to detectably scatter off tungsten nuclei (cp.
Fig. 1), about 69 % of the recoils are on tungsten, ∼25 % on
calcium and ∼7 % on oxygen, while in M2, oxygen (52 %)

Fig. 12 Energy spectrum of the accepted events from all detector
modules, together with the expected contributions from the considered
backgrounds and a WIMP signal, as inferred from the likelihood fit.
The solid and dashed lines correspond to the fit results M1 and M2,
respectively (Color figure online)

and calcium recoils (48 %) constitute the observed signal
and lead to a similar spectral distribution in terms of the re-
coil energy. The two possibilities can, in principle, be dis-
criminated by the light yield distribution of the signal events.
However, at the low recoil energies in question, there is con-
siderable overlap between the oxygen, calcium, and tung-
sten bands, so that we can currently not completely resolve
the ambiguity. This may, however, change in a future run of
the experiment.

Figure 12 illustrates the fit result, showing an energy
spectrum of all accepted events together with the expected
contributions of backgrounds and WIMP signal. The solid
lines correspond to the likelihood maximum M1, while the
dashed lines belong to M2. The complicated shape of the
expectations is the result of taking into account the energy-
dependent detector acceptances. In particular, the different
energy thresholds of the individual detector modules lead to
a steep increase of the expectations when an additional mod-
ule sets in.

We note that neither the expected α- or lead recoil back-
grounds nor a possible neutron background resemble a
WIMP signal in terms of the shape of their energy spec-
trum. Even if our analysis severely underestimated one of
these backgrounds, this could therefore hardly be the expla-
nation of the observed event excess.

On the other hand, the leakage of e/γ -events rises steeply
towards low energies and one may be tempted to consider a
strongly underestimated e/γ -background as the source of
the observation. However, in addition to the energy spec-
trum, also the distribution in the light yield parameter needs
to be taken into account. Figure 13 shows the corresponding
light yield spectrum of the accepted events, together with the
expectations from all considered sources. Again, the shape

2

FIG. 1: Top: Uncorrected (i.e., prior to threshold efficiency
correction) spectrum displaying all expected K-shell EC cos-
mogenic peak positions. The dotted histogram shows the
spectrum before rejection of surface background events. Bot-
tom: Uncorrected low-energy spectrum following removal of
surface events. Dotted Gaussian peaks show the predicted
L-shell EC contribution, devoid of any free parameters (see
text). A dashed line traces their envelope. A second dashed
line indicates the combined threshold efficiency (trigger +
software cuts) [1], an arrow pointing from it to the right scale.
Inset: Spectra corrected by this efficiency and stripped of L-
shell contribution and flat background component. Examples
of light WIMP signals are overlapped on it (see text).

the individual L-shell predictions in a background model
containing this envelope, an exponential and a constant
background. The resulting best-fit indicates a L-shell
contribution just 10% short of the nominal prediction,
well within its uncertainty. Fig. 2 shows the region of in-
terest (ROI) obtained when these irreducible spectra are
fitted by a sample model containing signals from WIMPs
of mass mχ and spin-independent coupling σSI , and a
free exponential background. As in [1], this ROI is de-
fined by the upper and lower 90% C.L. intervals for the
best-fit σSI , whenever the lower interval is incompatible
with a null value. This ROI is meant to direct the eye
to the region of parameter space where the hypothesis of
a WIMP signal dominating the irreducible background
events fares best, but it does not include astrophysical or
other uncertainties listed next. Reasonable uncertainties
in the germanium quenching factor employed (Fig. 4 in
[2], [10]) can shift this ROI by∼ ±1 GeV/c2. The present
uncertainty in the fiducial bulk volume of this detector
is O(10)% [1]. Departures from the assumption of a con-

FIG. 2: ROI extracted from the irreducible spectra in Fig. 1
(inset) under consideration of a light-WIMP hypothesis. A
small dotted line bisects it, approximately separating the do-
mains favored by the black dot (left) or unfilled circle (right)
spectra in Fig. 1. ROI definition and uncertainties able to
shift it are described in the text. The DAMA/LIBRA ROI
includes present uncertainties in its position [11], with the
exception of ion channeling [14], conservatively assumed to
be absent. Solid and dotted lines are CDMS limits from [15]
and [7], respectively. A dashed line corresponds to recent
XENON100 claims [8]. Uncertainties in these constraints and
those by XENON10 [16] are examined in [17, 18].

stant background in the model above can also displace
this region. A modest contamination of the spectrum by
surface events next to threshold [1, 6] would shift this
ROI to slightly higher values of mχ and lower σSI . The
additional exposure collected since [1] results in a much
reduced CoGeNT ROI, one in the immediate vicinity of
the parameter space compatible with the annual modu-
lation effect observed by DAMA/LIBRA [11, 12]. This
region of σSI , mχ space is populated by the predictions
of several particle phenomenologies. The reader is di-
rected to references in [1] and recent literature for ex-
amples. The same region has received recent attention
within the context of dark matter annihilation signatures
at the center of our galaxy, and anomalies in accelerator
experiments [13]. Fig. 2 also displays limits from other
searches, a subject treated again below.
A search for a WIMP-induced annual modulation in

dark matter detector data requires an exceptional low-
energy stability in the device. Fig. 3 shows that these
conditions are present for CoGeNT. The top panel dis-
plays daily averages in the detector electronic noise. Ex-
cessive excursions in this parameter would affect the sta-
bility of the detector threshold. These are not observed.
Precautions are taken to ensure that this noise is as sta-
ble as possible: for instance, by automatically refilling
the detector liquid nitrogen Dewar every 48h, the crystal
temperature and its associated leakage current are held
as constant as possible. The second panel shows the sta-
bility of the trigger threshold, derived from the difference
between the daily average baseline DC level in the trig-
gering channel and a constant (digitally fixed) discrimi-
nator level. The small excursions observed correspond to
a temperature drift in the digitizers (NI 5102) and shap-
ing amplifier (Ortec 672) of ∼ 1◦C. These small instabil-

4

FIG. 4: Rate vs. time in several energy regions (the last bin
spans 8 days). A dotted line denotes the best-fit modulation.
A solid line indicates a prediction for a 7 GeV/c2 WIMP in
a galactic halo with Maxwellian velocity distribution. Back-
ground contamination and/or a non-Maxwellian halo can shift
the amplitude of this nominal modulation (see text). Dotted
and solid lines overlap for the bottom panels.

radon levels by a factor ∼4 [24]. Muon-coincident events
constitute a few percent of the low-energy spectrum [1],
limiting a muon-induced modulated amplitude to <<1%
[6]. Rejection of veto-coincident events does not alter the
observed modulation. Radon displacement via pressur-
ized LN boil-off gas is continuously maintained at 2 l/min
within an aluminum shell encasing the lead shielding [25].
A radon-induced modulation would be expected to affect
a much broader spectral region than observed [26].

The CDMS collaboration has recently claimed [7] to
exclude a light-WIMP interpretation of CoGeNT and
DAMA/LIBRA observations. Uncertainties affecting
this claim are discussed in [17, 27]. Observations from
XENON10 [16] and XENON100 [8] have been used to
claim a similar rejection of light-WIMP scenarios. Un-
certainties affecting these searches are examined in [18].

In conclusion, presently available CoGeNT data favor
the presence of an annual modulation in the low-energy
spectral rate, for events taking place in the bulk of the
detector only. While its origin is presently unknown, the
spectral and temporal information are prima facie con-

gruent when the WIMP hypothesis is examined: in par-
ticular, the WIMP mass region most favored by a spectral
analysis (Fig. 2) generates predictions for the modulated
amplitude in agreement with observations, modulo the
dependence of this assertion on the choice of astrophysi-
cal parameters and halo velocity distribution [21–23, 28].
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•  CoGeNT (Ge) finds irreducible background that can be compatible with 7-10 GeV WIMPs 

Angloher et al.  ‘11 

Collar et al. ‘10, ‘11 ... annual modulation (2.8σ in 15 months data) in CoGeNT  

•  CRESST II (CaWO4) (730 kg day) finds a significant excess over the expected background 

More hints for very light WIMPs...? 
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However very light WIMPs did not show up in other experiments 

•  XENON finds no light WIMPs: issues 
with scintillation efficiency (Leff)? 

Gelmini, Gondolo, Bozorgnia, ‘09 ‘10 

CDMS ‘11 

XENON10, XENON100 ‘11-12 

•  SIMPLE: (C2ClF5) Further constraints 
on DAMA/LIBRA and CoGeNT regions 

•  DAMA-LIBRA interpretation in terms of channelling is challenged 

SIMPLE ’11-12 
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CRESST-II (2012)

XENON100 (2012)
observed limit (90% CL)

Expected limit of this run: 

 expected! 2 ±
 expected! 1 ±

FIG. 3: New result on spin-independent WIMP-nucleon scat-
tering from XENON100: The expected sensitivity of this run
is shown by the green/yellow band (1σ/2σ) and the result-
ing exclusion limit (90% CL) in blue. For comparison, other
experimental results are also shown [19–22], together with
the regions (1σ/2σ) preferred by supersymmetric (CMSSM)
models [18].

the benchmark region fluctuates to 2 events is 26.4% and
confirms this conclusion.

A 90% confidence level exclusion limit for spin-
independent WIMP-nucleon cross sections σχ is calcu-
lated, assuming an isothermal WIMP halo with a lo-
cal density of ρχ = 0.3GeV/c3, a local circular veloc-
ity of v0 = 220 km/s, and a Galactic escape velocity of
vesc = 544 km/s [17]. Systematic uncertainties in the en-
ergy scale as described by the Leff parametrization of [6]
and in the background expectation are profiled out and
represented in the limit. Poisson fluctuations in the num-
ber of PEs dominate the S1 energy resolution and are
also taken into account along with the single PE resolu-
tion. The expected sensitivity of this dataset in absence
of any signal is shown by the green/yellow (1σ/2σ) band
in Fig. 3. The new limit is represented by the thick blue
line. It excludes a large fraction of previously unexplored
parameter space, including regions preferred by scans of
the constrained supersymmetric parameter space [18].

The new XENON100 data provide the most strin-
gent limit for mχ > 8GeV/c2 with a minimum of
σ = 2.0 × 10−45 cm2 at mχ = 55GeV/c2. The max-
imum gap analysis uses an acceptance-corrected expo-
sure of 2323.7 kg×days (weighted with the spectrum of a
100GeV/c2 WIMP) and yields a result which agrees with
the result of Fig. 3 within the known systematic differ-
ences. The new XENON100 result continues to challenge
the interpretation of the DAMA [19], CoGeNT [20], and
CRESST-II [21] results as being due to scalar WIMP-
nucleon interactions.
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Kuzniak, Boulay, Pollmann ‘12 

•  CDMS II: A low-energy reanalysis 
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XENON 2012 (224.6 live days) 
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FIG. 1. (color online) The rate of CDMS II nuclear-recoil
band events is shown for the 5.0–11.9 keVnr interval (dark
blue), after subtracting the best-fit unmodulated rate, Γd,
for each detector. The horizontal bars represent the time
bin extents, the vertical bars show ±1σ statistical uncertain-
ties (note that one CDMS II time bin is of extremely short
duration). The CoGeNT rates (assuming a nuclear-recoil en-
ergy scale) and maximum-likelihood modulation model in this
energy range (light orange) are shown for comparison. The
CDMS exposure starts in late 2007, while the CoGeNT expo-
sure starts in late 2009.

rates in this energy range with amplitudes greater than

0.06 [keVnr kg day]−1 are excluded at the 99% C.L.

For comparison, a similar analysis was carried out us-

ing the publicly available CoGeNT data [19]. Our analy-

sis of CoGeNT data is consistent with previously pub-

lished analyses [6, 7, 14]. Figure 3 shows the modu-

lated spectrum of both CDMS II and CoGeNT, assum-

ing the phase (106 days) which best fits the CoGeNT

data over the full CoGeNT energy range. Compatibil-

ity between the annual modulation signal of CoGeNT

and the absence of a significant signal in CDMS is de-

termined by a likelihood-ratio test, which involves cal-

culating λ ≡ L0/L1, where L0 is the combined max-

imum likelihood of the CoGeNT and CDMS data as-

suming both arise from the same simultaneous best-fit

values of M and φ, while L1 is the product of the maxi-

mum likelihoods when the best-fit values are determined

for each dataset individually. The probability distribu-

tion function of −2 lnλ was mapped using simulation,

and agreed with the χ2 distribution with two degrees

of freedom, as expected in the asymptotic limit of large

statistics and away from physical boundaries. The simu-

lation found only 82 of the 5×103 trials had a likelihood

ratio more extreme than was observed for the two ex-

periments, confirming the asymptotic limit computation

which indicated 98.3% C.L. incompatibility between the

annual-modulation signals of CoGeNT and CDMS for the

5.0–11.9 keVnr interval.

We extend this analysis by applying the same method

to CDMS II single-scatter and multiple-scatter events

without applying the ionization-based nuclear-recoil cut.

These samples are both dominated by electron recoils.

Figure 4 shows the confidence intervals for the allowed
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FIG. 2. (color online) Allowed regions for annual modulation
of CoGeNT (light orange) and the CDMS II nuclear-recoil
sample (dark blue), for the 5.0–11.9 keVnr interval. In this
and the following polar plot, a phase of 0 corresponds to Jan-
uary 1st, the phase of a modulation signal predicted by generic
halo models (152.5 days) is highlighted by a dashed line, and
68% (thickest), 95%, and 99% (thinnest) C.L. contours are
shown.
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FIG. 3. (color online) Amplitude of modulation vs. energy,
showing maximum-likelihood fits for both CoGeNT (light or-
ange circles, 68% confidence interval shown with vertical line)
and CDMS nuclear-recoil singles (dark blue rectangles, 68%
confidence interval given by rectangle height). The phase that
best fits CoGeNT over all energies (106 days) was chosen for
this representation. The upper horizontal scale shows the
electron-recoil-equivalent energy scale for CoGeNT events.
The 5–11.9 keVnr energy range over which this analysis over-
laps with the low-energy channel of CoGeNT has been divided
into 3 (CDMS) and 6 (CoGeNT) equal-sized bins.
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ergy scale) and maximum-likelihood modulation model in this
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CDMS exposure starts in late 2007, while the CoGeNT expo-
sure starts in late 2009.

rates in this energy range with amplitudes greater than

0.06 [keVnr kg day]−1 are excluded at the 99% C.L.

For comparison, a similar analysis was carried out us-

ing the publicly available CoGeNT data [19]. Our analy-

sis of CoGeNT data is consistent with previously pub-

lished analyses [6, 7, 14]. Figure 3 shows the modu-

lated spectrum of both CDMS II and CoGeNT, assum-

ing the phase (106 days) which best fits the CoGeNT

data over the full CoGeNT energy range. Compatibil-

ity between the annual modulation signal of CoGeNT

and the absence of a significant signal in CDMS is de-

termined by a likelihood-ratio test, which involves cal-

culating λ ≡ L0/L1, where L0 is the combined max-

imum likelihood of the CoGeNT and CDMS data as-

suming both arise from the same simultaneous best-fit

values of M and φ, while L1 is the product of the maxi-

mum likelihoods when the best-fit values are determined

for each dataset individually. The probability distribu-

tion function of −2 lnλ was mapped using simulation,

and agreed with the χ2 distribution with two degrees

of freedom, as expected in the asymptotic limit of large

statistics and away from physical boundaries. The simu-

lation found only 82 of the 5×103 trials had a likelihood

ratio more extreme than was observed for the two ex-

periments, confirming the asymptotic limit computation

which indicated 98.3% C.L. incompatibility between the

annual-modulation signals of CoGeNT and CDMS for the

5.0–11.9 keVnr interval.

We extend this analysis by applying the same method

to CDMS II single-scatter and multiple-scatter events

without applying the ionization-based nuclear-recoil cut.

These samples are both dominated by electron recoils.

Figure 4 shows the confidence intervals for the allowed
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FIG. 3. (color online) Amplitude of modulation vs. energy,
showing maximum-likelihood fits for both CoGeNT (light or-
ange circles, 68% confidence interval shown with vertical line)
and CDMS nuclear-recoil singles (dark blue rectangles, 68%
confidence interval given by rectangle height). The phase that
best fits CoGeNT over all energies (106 days) was chosen for
this representation. The upper horizontal scale shows the
electron-recoil-equivalent energy scale for CoGeNT events.
The 5–11.9 keVnr energy range over which this analysis over-
laps with the low-energy channel of CoGeNT has been divided
into 3 (CDMS) and 6 (CoGeNT) equal-sized bins.

CDMS II 2012	  

CDMS did not see annual modulation 

An analysis of CDMS II (Ge) data has shown no evidence of modulation. 
 
This means a further constraint on CoGeNT claims 

•  CoGeNT: smaller amplitude of the DM modulation signal in second year of data 
Collar in IDM 2012 
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The light DM puzzle 

Low-mass Region

!3

LUX 

CDMS II Si 

CDMSlite

XENON10 S2

EDELWEISS (LT)
CDMS II Ge

CRESST II

DAMA/LIBRA
CDMS II Ge

CoGeNT

What can we say about low-mass dark matter “hints”?

CDMS II Si: Phys.Rev.Lett. 111 (2013) 251301 
CDMSlite: Phys.Rev.Lett. 112 (2014) 041302 
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TABLE I: Parameters of the xenon isotopes used in this analysis: nuclear total angular momentum and parity of the ground

state, JP
, predicted expectation values of the total proton and neutron spin operators in the nucleus �Sn,p� by the Ressell and

Dean (Bonn A potential) [14], Toivanen et al. (Bonn CD potential) [16] and Menendez et al. (state-of-the art valence shell

interactions) [17] calculations.

Ressell and Dean [14] Toivanen et al. [16] Menendez et al. [17]

Nucleus JP �Sn� �Sp� �Sn� �Sp� �Sn� �Sp�
129

Xe
�
1
2

�+
g.s.

0.359 0.028 0.273 −0.0019 0.329 0.010
131

Xe
�
3
2

�+
g.s.

−0.227 −0.009 −0.125 −0.00069 −0.272 −0.009

10
−6

10
−4

10
−2

10
0

129Xe

S
tr

u
ct

u
re

 f
u
n
ct

io
n
 S

A

 

 
Ressell and Dean
Toivanen et al.
Mendendez et al.

5 10 15 20 25 30 35 40 45 50 55 60

10
−6

10
−4

10
−2

10
0

131Xe

Recoil energy [keV]

S
tr

u
ct

u
re

 f
u
n
ct

io
n
 S

A

 

 
Ressell and Dean
Toivanen et al.
Mendendez et al.

FIG. 1: Structure functions for
129

Xe (top) and
131

Xe (bot-

tom) for the case of neutron (plain) and proton (dashed) cou-

plings, as a function of recoil energy using the calculations of

Ressell and Dean [14], Toivanen et al. [16] and Menendez et
al. [17]. The difference is most significant in the case of the

proton coupling for the Toivanen et al. results.

sults. Table I summarizes the expectation values of the

total proton and neutron spin operators in the nucleus for
129Xe and 131Xe in the zero momentum transfer limit.

Constraints on the spin-dependent WIMP-nucleon

cross sections are calculated using the Profile Likelihood

approach described in [31]. Systematic uncertainties in

the energy scale and in the background expectation are

taken into account when constructing the Profile Like-

lihood model and are reflected in the actual limit. It

is given at 90% C.L. after taking into account statisti-

cal downward fluctuations in the background. We as-

sume that the dark matter is distributed in an isothermal

halo with a truncated Maxwellian velocity distribution

with a local circular speed of vc = 220 km/s, galactic

escape velocity vesc = 544 km/s and a local density of

ρ = 0.3GeV cm−3 [8].

The resulting upper limits from XENON100, along

with results from other experiments, are shown in Fig-

ure 2 for neutron couplings (top panel) and proton cou-

plings (lower panel). The 1σ (2σ) uncertainty on the
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FIG. 2: XENON100 90%C.L. upper limits on the WIMP

SD cross section on neutrons (top) and protons (bottom) us-

ing Menendez et al. [17]. The 1σ (2σ) uncertainty on the

expected sensitivity of this run is show as a green (yellow)

band. Also shown are results from XENON10 [22] (using

Ressel and Dean [14]), CDMS [23, 24], ZEPLIN-III [25] (us-

ing Toivanen et al. [16]), PICASSO [26] , COUPP [27], SIM-

PLE [28], KIMS [29], IceCube [30] in the hard (W+W−
, τ+τ−

for WIMP masses <80.4GeV/c
2
) and soft (bb̄) annihilation

channels.

Although they do not impose yet strong constraints on DM models  

SD coupling to protons SD coupling to neutrons 

Spin-dependent searches have also become more sensitive 
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band. Also shown are results from XENON10 [22] (using
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ing Toivanen et al. [16]), PICASSO [26] , COUPP [27], SIM-

PLE [28], KIMS [29], IceCube [30] in the hard (W+W−
, τ+τ−

for WIMP masses <80.4GeV/c
2
) and soft (bb̄) annihilation

channels.

Tevatron/LHC Tevatron LHC 

Currently we have also understood how nuclear uncertainties in the form factors affect 
these constraints  

CDGC, Fornasa, Huh, Peiró  2012 
Cannoni 2013 
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section is dσ/dER = σ̂AmA/(2v2µ2
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from particle physics, and IA depends on experimental,
astrophysical, and nuclear physics inputs. If fn = fp,
we recover the well-known relation R ∝ A2. For IVDM,
however, the scattering amplitudes for protons and neu-
trons may interfere destructively, with complete destruc-
tive interference for fn/fp = −Z/(A− Z).
We assume that each detector either has only one el-

ement, or that the recoil spectrum allows one to distin-
guish one element as the dominant scatterer. But it is
crucial to include the possibility of multiple isotopes. The
event rate is then R =
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, where the sum is
over isotopes Ai with fractional number abundance ηi.
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The second is σZ
N , the typically-derived X-nucleon cross

section from scattering off nuclei with atomic number
Z, assuming isospin conservation and the isotope abun-
dances found in nature. With the simplification that the
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vary only mildly for different i, we find
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If one isotope dominates, the well-known result, FZ =
[Z/A+ (1− Z/A)fn/fp]−2, is obtained.
In Fig. 1 we show regions in the (mX ,σZ

N ) plane and
the (mX ,σp) plane for fn/fp = −0.7 that are favored and
excluded by current bounds. These include the DAMA
3σ favored region [15, 16], assuming no channeling [17]
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with fn/fp = −0.7 (bottom).

and that the signal arises entirely from Na scattering; the
CoGeNT 90% CL favored region [2]; 90% CL exclusion
contours from XENON100 [3] and XENON10 [4]; and
90% CL bounds from CDMS Ge and Si [5, 6]. The isotope
abundances are given in Tables I and II.

There are controversies regarding the exclusion con-
tours for xenon-based detectors at low mass [18]. The
energy dependence of the scintillation efficiency at low
energies is uncertain, and there are questions about the
assumption of Poisson fluctuations in the expected pho-
toelectron count for light dark matter. We have also not
accounted for uncertainties in the associated quenching
factors for Na, Ge and Si [19]. These issues can enlarge
some of the signal regions or alter some of the exclusion
curves of Fig. 1. We have also not adjusted the favored
regions and bounds to account for differences in the dark
matter velocity distributions adopted by the various anal-
yses, which would slightly shift the contours.

Remarkably, for −0.72 <∼ fn/fp <∼ −0.66, the DAMA-
and CoGeNT-favored regions overlap and the sensitivity
of XENON is sufficiently reduced to be consistent with
these signals, since this choice of fn/fp leads to nearly
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In Fig. 1 we show regions in the (mX ,σZ
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FIG. 1. Favored regions and exclusion contours in the
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with fn/fp = −0.7 (bottom).

and that the signal arises entirely from Na scattering; the
CoGeNT 90% CL favored region [2]; 90% CL exclusion
contours from XENON100 [3] and XENON10 [4]; and
90% CL bounds from CDMS Ge and Si [5, 6]. The isotope
abundances are given in Tables I and II.

There are controversies regarding the exclusion con-
tours for xenon-based detectors at low mass [18]. The
energy dependence of the scintillation efficiency at low
energies is uncertain, and there are questions about the
assumption of Poisson fluctuations in the expected pho-
toelectron count for light dark matter. We have also not
accounted for uncertainties in the associated quenching
factors for Na, Ge and Si [19]. These issues can enlarge
some of the signal regions or alter some of the exclusion
curves of Fig. 1. We have also not adjusted the favored
regions and bounds to account for differences in the dark
matter velocity distributions adopted by the various anal-
yses, which would slightly shift the contours.

Remarkably, for −0.72 <∼ fn/fp <∼ −0.66, the DAMA-
and CoGeNT-favored regions overlap and the sensitivity
of XENON is sufficiently reduced to be consistent with
these signals, since this choice of fn/fp leads to nearly
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trons may interfere destructively, with complete destruc-
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We assume that each detector either has only one el-
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guish one element as the dominant scatterer. But it is
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If one isotope dominates, the well-known result, FZ =
[Z/A+ (1− Z/A)fn/fp]−2, is obtained.
In Fig. 1 we show regions in the (mX ,σZ
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the (mX ,σp) plane for fn/fp = −0.7 that are favored and
excluded by current bounds. These include the DAMA
3σ favored region [15, 16], assuming no channeling [17]
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FIG. 1. Favored regions and exclusion contours in the
(mX ,σZ

N ) plane (top), and in the (mX ,σp) plane for IVDM
with fn/fp = −0.7 (bottom).

and that the signal arises entirely from Na scattering; the
CoGeNT 90% CL favored region [2]; 90% CL exclusion
contours from XENON100 [3] and XENON10 [4]; and
90% CL bounds from CDMS Ge and Si [5, 6]. The isotope
abundances are given in Tables I and II.

There are controversies regarding the exclusion con-
tours for xenon-based detectors at low mass [18]. The
energy dependence of the scintillation efficiency at low
energies is uncertain, and there are questions about the
assumption of Poisson fluctuations in the expected pho-
toelectron count for light dark matter. We have also not
accounted for uncertainties in the associated quenching
factors for Na, Ge and Si [19]. These issues can enlarge
some of the signal regions or alter some of the exclusion
curves of Fig. 1. We have also not adjusted the favored
regions and bounds to account for differences in the dark
matter velocity distributions adopted by the various anal-
yses, which would slightly shift the contours.

Remarkably, for −0.72 <∼ fn/fp <∼ −0.66, the DAMA-
and CoGeNT-favored regions overlap and the sensitivity
of XENON is sufficiently reduced to be consistent with
these signals, since this choice of fn/fp leads to nearly
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[Z/A+ (1− Z/A)fn/fp]−2, is obtained.
In Fig. 1 we show regions in the (mX ,σZ
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the (mX ,σp) plane for fn/fp = −0.7 that are favored and
excluded by current bounds. These include the DAMA
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FIG. 1. Favored regions and exclusion contours in the
(mX ,σZ

N ) plane (top), and in the (mX ,σp) plane for IVDM
with fn/fp = −0.7 (bottom).

and that the signal arises entirely from Na scattering; the
CoGeNT 90% CL favored region [2]; 90% CL exclusion
contours from XENON100 [3] and XENON10 [4]; and
90% CL bounds from CDMS Ge and Si [5, 6]. The isotope
abundances are given in Tables I and II.

There are controversies regarding the exclusion con-
tours for xenon-based detectors at low mass [18]. The
energy dependence of the scintillation efficiency at low
energies is uncertain, and there are questions about the
assumption of Poisson fluctuations in the expected pho-
toelectron count for light dark matter. We have also not
accounted for uncertainties in the associated quenching
factors for Na, Ge and Si [19]. These issues can enlarge
some of the signal regions or alter some of the exclusion
curves of Fig. 1. We have also not adjusted the favored
regions and bounds to account for differences in the dark
matter velocity distributions adopted by the various anal-
yses, which would slightly shift the contours.

Remarkably, for −0.72 <∼ fn/fp <∼ −0.66, the DAMA-
and CoGeNT-favored regions overlap and the sensitivity
of XENON is sufficiently reduced to be consistent with
these signals, since this choice of fn/fp leads to nearly
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Figure 6. Isospin-dependent couplings. Left: Combined parameter estimation of fn/fp, mχ and σn

(not shown) using a global maximum likelihood method (see text for details). As expected, there

is a preference for fn/fp = −0.7 but the 2σ confidence region extends up to fn/fp � −0.2. Right:

CDMS-Si allowed parameter region and XENON10/100 bounds for fn/fp = −0.7. In both plots, the

best-fit point is indicated with a white cross.

5 10 2010�44

10�43

10�42

10�41

10�40

10�39

mΧ �GeV�

Σ
n
�cm2 �

XENON100

XENON10

CDMS�Si

fn� fp � �0.2

5 10 2010�43

10�42

10�41

10�40

10�39

10�38

mΧ �GeV�

Σ
n
�cm2 �

XENON100

XENON10

CDMS�Si

fn� fp � �0.5

Figure 7. Alternative choices for isospin-dependent couplings. No significant fine-tuning of fn/fp
is required to weaken the XENON10/100 bounds relative to CDMS-Si. Note the change of scales in

these figures.

strongest constraints on CDMS-Si arise from SIMPLE [55] and the CRESST-II commissioning

run [56] (not shown). For fn/fp = −0.7 these experiments require σn � 10−39 cm2 at

mχ � 10GeV [36] and therefore do not significantly constrain the CDMS-Si preferred region.

In spite of the preference for fn/fp � −0.7, we observe that much larger values of fn/fp
still give a good fit to the data. At 1σ confidence level, we find −0.76 < fn/fp < −0.58
and the 2σ confidence region extends up to fn/fp � −0.2. To illustrate this point, we show

the cases fn/fp = −0.5 and fn/fp = −0.2 in Fig. 7. We conclude that little fine-tuning

is required to suppress the bounds from XENON10/100, in particular we do not require a
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[Z/A+ (1− Z/A)fn/fp]−2, is obtained.
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FIG. 1. Favored regions and exclusion contours in the
(mX ,σZ

N ) plane (top), and in the (mX ,σp) plane for IVDM
with fn/fp = −0.7 (bottom).

and that the signal arises entirely from Na scattering; the
CoGeNT 90% CL favored region [2]; 90% CL exclusion
contours from XENON100 [3] and XENON10 [4]; and
90% CL bounds from CDMS Ge and Si [5, 6]. The isotope
abundances are given in Tables I and II.

There are controversies regarding the exclusion con-
tours for xenon-based detectors at low mass [18]. The
energy dependence of the scintillation efficiency at low
energies is uncertain, and there are questions about the
assumption of Poisson fluctuations in the expected pho-
toelectron count for light dark matter. We have also not
accounted for uncertainties in the associated quenching
factors for Na, Ge and Si [19]. These issues can enlarge
some of the signal regions or alter some of the exclusion
curves of Fig. 1. We have also not adjusted the favored
regions and bounds to account for differences in the dark
matter velocity distributions adopted by the various anal-
yses, which would slightly shift the contours.

Remarkably, for −0.72 <∼ fn/fp <∼ −0.66, the DAMA-
and CoGeNT-favored regions overlap and the sensitivity
of XENON is sufficiently reduced to be consistent with
these signals, since this choice of fn/fp leads to nearly

Feng, Kumar, Marfatia, Sanford 2011  
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Soudan 
Underground 
Laboratory

780 m (2090 mwe)

Surface

«The Icebox»
base temp. ~ 50 mK

Poly and lead shielding Muon veto

Data acquisition
and monitoring
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n
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The experimental setup 
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4.6 kg Ge (19 x 240 g) 
1.2 kg Si (11 x 106g) 
 
3” Diameter 
1 cm Thick 

9.0 kg Ge (15 x 600g) 
 
 
3” Diameter 
2.5 cm Thick 

100 kg Ge (72 x 1.4 kg) 
(also ~10 kg Si) 
 
4” Diameter 
3.3 cm Thick 

2 charge + 4 phonon 
2 charge + 2 charge 
4 phonon + 4 phonon 

2 charge + 2 charge 
6 phonon + 6 phonon 

CDMS II SuperCDMS Soudan SuperCDMS SNOLAB 
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The detection principle in CDMS 

The scattering of an incident particle can induce a recoil of a nucleus (neutrons and 
WIMPs) or an electron (elecrons and gammas) 

The recoiling particle produces 
 

 - Lattice vibrations (Phonons) 
 - Electron-hole pairs (Ionization) 

Charge carriers can propagate inside the crystal 
volume by applying an external electric field. 
 
 
Kinetic energy of propagating charge carriers is 
released into additional phonons (Luke phonons) 
 

NR 

Ge	   Ge	   Ge	  

Ge	   Ge	   Ge	  

Ge	   Ge	   Ge	  

-‐2V	  

2V	  

holes 

electrons 
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The detection principle in CDMS 

The scattering of an incident particle can induce a recoil of a nucleus (neutrons and 
WIMPs) or an electron (elecrons and gammas) 

The recoiling particle produces 
 

 - Lattice vibrations (Phonons) 
 - Electron-hole pairs (Ionization) 

Charge carriers can propagate inside the crystal 
volume by applying an external electric field. 
 
 
Kinetic energy of propagating charge carriers is 
released into additional phonons (Luke phonons) 
 

NR 

Ge	   Ge	   Ge	  

Ge	   Ge	   Ge	  

Ge	   Ge	   Ge	  

-‐2V	  

2V	  

Prompt phonons 
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The detection principle in CDMS 

The scattering of an incident particle can induce a recoil of a nucleus (neutrons and 
WIMPs) or an electron (elecrons and gammas) 

The recoiling particle produces 
 

 - Lattice vibrations (Phonons) 
 - Electron-hole pairs (Ionization) 

Charge carriers can propagate inside the crystal 
volume by applying an external electric field. 
 
 
Kinetic energy of propagating charge carriers is 
released into additional phonons (Luke phonons) 
 

NR 

Ge	   Ge	   Ge	  

Ge	   Ge	   Ge	  

Ge	   Ge	   Ge	  

-‐2V	  

2V	  

Luke phonons 
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Patras 2013, 23-28June 2013                                                                  Silvia Scorza - SMU

Background Rejection
Most backgrounds (e, γ) 
produce electron recoils
Yield (Ionization/recoil) ~1

WIMPs and neutrons 
produce nuclear recoils
Yield (Ionization/recoil) ~0.3

Particles that interact close to the 
“surface dead layer” result in reduced 
ionization yield.
Surface events can be identified using 
timing properties of phonon signal

Ionization Yield + Timing Cut: 
<1 in 106 electron recoils 

leaking in the ROI
7
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produce electron recoils
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WIMPs and neutrons 
produce nuclear recoils
Yield (Ionization/recoil) ~0.3

Particles that interact close to the 
“surface dead layer” result in reduced 
ionization yield.
Surface events can be identified using 
timing properties of phonon signal

Ionization Yield + Timing Cut: 
<1 in 106 electron recoils 

leaking in the ROI
7

Background rejection in CDMS II (using ionization and phonons) 

Most backgrounds (e.γ) produce 
electron recoils with Yield~1 

Nuclear recoils produce a lower yield 
(~0.3) in a known band (from calibration 
with 252Cf)  

For surface events the charge collection 
is not complete and the yield can be 
lower. 
 
They are distinguished using a timing cut. 

signal region 

The CDMS-II Experiment

The ZIP Detectors
! Z-sensitive Ionization and Phonon 

mediated
! Ge (~230 g) or Si (~106 g) crystals:

1 cm thick, 7.5 cm diameter
! Photolithographically patterned to 

collect athermal phonons and 
ionization signals

! Direct xy-position imaging
! Surface (z) event rejection 

from pulse shapes and timing
! 30 detectors stacked into 

5 towers of 6 detectors

7.6 cm  (3”)

1 cm

15

ZIPs 
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4

served in Detector 3 of Tower 5. These detectors were
near the middle of their respective tower stacks. Fig. 2
illustrates the distribution of events in and near the sig-
nal region of the WIMP-search data set before (top) and
after (bottom) application of the phonon timing criterion.
Fig. 3 shows an alternate view of these events, expressed
in “normalized” versions of yield and timing that are
transformed so that the WIMP acceptance regions of all
detectors coincide.

After unblinding, extensive checks of the three candi-
date events revealed no data quality or analysis issues
that would invalidate them as WIMP candidates. The
signal-to-noise on the ionization channel for the three
events (ordered in increasing recoil energy) was measured
to be 6.7σ, 4.9σ, and 5.1σ. A study on possible leakage
into the signal band due to 206Pb recoils from 210Po de-
cays found the expected leakage to be negligible with
an upper limit of < 0.08 events at the 90% confidence
level. The energy distribution of the 206Pb background
was constructed using events in which a coincident α par-
ticle was detected in a detector adjacent to one of the 8
Si detectors used in this analysis.

This result constrains the available parameter space
of WIMP dark matter models. We compute upper lim-
its on the WIMP-nucleon scattering cross section using
Yellin’s optimum interval method [25]. We assume a
WIMP mass density of 0.3 GeV/c2/cm3, a most probable
WIMP velocity with respect to the galaxy of 220 km/s,
a mean circular velocity of Earth with respect to the
galactic center of 232 km/s, a galactic escape velocity of
544 km/s [26], and the Helm form factor [27]. Fig. 4
shows the derived upper limits on the spin-independent
WIMP-nucleon scattering cross section at the 90% con-
fidence level (C.L.) from this analysis and a selection of
other recent results. The present data set an upper limit
of 2.4× 10−41 cm2 for a WIMP of mass 10 GeV/c2. We
are completing the calibration of the nuclear recoil energy
scale using the Si-neutron elastic scattering resonant fea-
ture in the 252Cf exposures. This study indicates that our
reconstructed energy may be 10% lower than the true re-
coil energy, which would weaken the upper limit slightly.
Below 20 GeV/c2 the change is well approximated by
shifting the limits parallel to the mass axis by ∼ 7%. In
addition, neutron calibration multiple scattering effects
improve the response to WIMPs by shifting the upper
limit down parallel to the cross-section axis by ∼ 5%.

A model of our known backgrounds, including both
energy and expected rate distributions, was constructed
for each detector and experimental run for each of the
three backgrounds considered: surface electron recoils,
neutron backgrounds, and 206Pb recoils. Simulations of
our background model yield a 5.4% probability of a sta-
tistical fluctuation producing three or more events in our
signal region.

This model of our known backgrounds was used to in-
vestigate the data in the context of a WIMP+background
hypothesis. We performed a profile likelihood analysis,
including the event energies, in which the background
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FIG. 4. Experimental upper limits (90% confidence level) for

the WIMP-nucleon spin-independent cross section as a func-

tion of WIMP mass. We show the limit obtained from the

exposure analyzed in this work alone (blue dotted line), and
combined with the CDMS II Si data set reported in [23, 28]

(blue solid line). Also shown are limits from the CDMS

II Ge standard [17] and low-threshold [29] analysis (dark
and light dashed red), EDELWEISS low-threshold [30] (long-
dashed orange), XENON10 S2-only [31] (dash-dotted green),
and XENON100 [32] (long-dash-dotted green). The filled re-

gions identify possible signal regions associated with data

from CoGeNT [33] (dashed yellow, 90% C.L.), DAMA/LIBRA

[10, 34] (dotted tan, 99.7% C.L.), and CRESST [12, 35] (dash-
dotted pink, 95.45% C.L.) experiments. 68% and 90% C.L.

contours for a possible signal from these data are shown in

light blue. The blue dot shows the maximum likelihood point

at (8.6 GeV/c
2
, 1.9× 10

−41
cm

2
).

rates were treated as nuisance parameters and the WIMP
mass and cross section were the parameters of interest.
We profiled over probability distribution functions of the
rate for each of our known backgrounds. The highest like-
lihood was found for a WIMP mass of 8.6 GeV/c2 and
a WIMP-nucleon cross section of 1.9×10−41 cm2. The
goodness-of-fit test of this WIMP+background hypoth-
esis results in a p-value of 68%, while the background-
only hypothesis fits the data with a p-value of 4.5%.
A profile likelihood ratio test finds that the data favor
the WIMP+background hypothesis over our background-
only hypothesis with a p-value of 0.19%. Though this
result favors a WIMP interpretation over the known-
background-only hypothesis, we do not believe this result
rises to the level of a discovery.

Fig. 4 shows the resulting best-fit region from this
analysis (68% and 90% confidence level contours) on
the WIMP-nucleon cross-section vs. WIMP mass plane.
The 90% C.L. exclusion regions from CDMS II’s Ge
and Si analyses and EDELWEISS low-threshold analy-
sis cover part of this best-fit region, but the results are
overall statistically compatible. There is much stronger
tension with the upper limits from the XENON10 and

Results from the silicon detectors in CDMS II 

Three WIMP-like events in the Si run that could correspond to ~9 GeV WIMP 

Results from the last SI data-taking period 
 
- Jul. 2007 – Sep. 2008 (8 Si ZIPs, 140.2 kg days) – 3 EVENTS OBSERVED (~0.7 expected)  

WIMP+background hypothesis  favoured over the known background estimate 
at the 99.81% confidence level (~3σ, p-value: 0.19%). 
 
Can this result be tested with the new Ge detectors? 

Phys.Rev.Lett. 111 (2013) 251301 
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The search for low-mass WIMPs is challenging Strategy for Light WIMP Searches

SuperCDMS!
analysis range

lower recoil energy!
=!

sensitivity to lighter WIMPs

W
IM

P 
sc
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 / 

kg
 / 

d 
in

 G
e

"5

•  The signal is expected at very low 
recoil energies 

Favours light targets  

Low-threshold searches 

•  Ge is relatively heavy so the threshold 
has to be just above the noise to be 
sensitive to 5 GeV WIMPs 

trigger threshold 1.6 keVnr 

•  Backgrounds are more difficult to discriminate due to a degradation in the 
resolution (this is not a background free search) 
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3” Diameter 
2.5 cm Thick 

Data for this analysis:   
 
577 kg-days 
taken from Mar 2012 – July 2013 
7 iZIPs with lowest trigger threshold 

Operational since March 2012 

SuperCDMS at SOUDAN 

9.0 kg Ge (15 iZIPs x 600g) 

iZIP  
interleaved Z-sensitive 

Ionization & Phonon detectors  

Instrumented on both sides with  
2 charge+ 4 phonon sensors 

Side 1 Side 2 
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h+	  e-‐	  

e-‐	  

h+	  

iZIP discrimination of surface events 

In the new iZIPs the ionization lines (±2V) 
are interleaved with phonon sensors (0V) 
on a ~1mm pitch 

Z-PARTITION:  
The resulting symmetry/asymmetry in 
charge collection in sides 1 and 2 

Bulk events:  
charges (e,h) drift to both sides of 
the crystal 

Surface events:  
charges (e,h) drift to only one side 
of the crystal 
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iZIP discrimination of surface events 

In the new iZIPs the ionization lines (±2V) 
are interleaved with phonon sensors (0V) 
on a ~1mm pitch 

Bulk events:  
charges (e,h) drift to both sides of 
the crystal 

Surface events:  
charges (e,h) drift to only one side 
of the crystal 

RADIAL PARTITION: 
division of energy between inner and 
outer sensors 

Sidewalls 

Z-PARTITION:  
The resulting symmetry/asymmetry in 
charge collection in sides 1 and 2 

Surface events on the sides of the 
detector leave more energy in the outer 
sensors. 
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The rejection of surface events with the new iZIPs using Z-partition has been 
demonstrated with data from exposure to betas from 210Pb sources 

Appl.Phys.Lett. 103 (2013) 164105  

In ~800 live hours, no events leaked 
into the 8-115 keV signal region  

(the low threshold analysis corresponds to smaller energies and some 
leakage is expected) 

This could allow a background free search for 5 yr of operation in  
SuperCDMS @ SNOLAB (~100 kg) 

Rejection at   
> 1.7x10-5 
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Sources of background 

•  Bulk electron recoils 

•  Sidewall & surface events 

•  Neutrons  
(cosmogenic & radiogenic) 

Compton background 
1.3 keV activation line 

betas and x-rays from 210Pb, 210Bi, 
recoils from 206Pb, outer radial 
Comptons, ejected electrons from 
Compton scattering 

Use active and passive shielding.  
Simulation determines remaining 
irreducible rate 

Z-Partition and Radial partition 
define a fiducial volume 

Yield = Ionization/phonon helps 
discriminating NR from ER  
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Selection Criteria and Efficiencies

!11

Quality
+ Thresholds

+ Preselection

+ BDT

" Remove periods of poor detector performance#
" Remove misreconstructed and noisy pulses#
" Measure e$ciency with pulse Monte Carlo

Quality

Thresholds

Preselection

BDT

" Trigger and analysis thresholds 1.6-5 keVnr#
" Measure e$ciency using 133Ba calibration data

" Ionization consistent with nuclear recoils#
" Ionization-based fiducialization#
" Remove multiple-detector hits#
" Remove events coincident with muon veto

" Optimized cut on energy and phonon position 
estimators#

" Estimate BDT+preselection e$ciency using 
fraction of 252Cf passing 

Includes ~20% correction, from Geant4 simulation, 
for multiple scattering in single detectorEfficiencies: measured for neutrons 

from 252Cf. Corrected for multiple 
scattering with Geant4 

Data Quality: 
Reject periods with poor detector performance 
Remove misreconstructed and noisy pulses 
Measure efficiency with pulse MC 

Trigger and analysis threshold: 
Select periods with stable well-defined trigger 
threshold 
Measure efficiency from 133Ba calibration data 

Preselection: 
Single-detector scatter 
Remove events coincident with muon veto 
Ionization fiducial volume 
Ionization and phonon partitions consistent with NR  
 
Boosted Decision Tree: 
Optimised cut on the phonon fiducial volume and 
ionization yield at low energy 
Efficiency estimated from fraction of 252Cf passing 
 

Analysis: Selection criteria and efficiencies 

We carry out a blind analysis, with all singles in energy range  removed from study, except data 
following 252Cf calibration due to activation 
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Boosted Decision Tree (BDT) 
Boosted Decision Tree
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Background model: pulse simulation"
Signal model: 252Cf NR events reweighted 
to match 5, 7, 10, and 15 GeV WIMP

BDT output

10 GeV WIMP"
# = 6 x 10-42 cm2

summed over detectors

Construction: 1 BDT per 
detector"
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on WIMP-nucleon cross 
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Background model: pulse simulation"
Signal model: 252Cf NR events reweighted 
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BDT output

10 GeV WIMP"
# = 6 x 10-42 cm2

summed over detectors

Construction: 1 BDT per 
detector"
Optimization: set cuts 
simultaneously to minimize 
expected 90% CL upper limit 
on WIMP-nucleon cross 
section

WIMP (10 GeV)"
Sidewall 206Pb"
Sidewall !"
Face !"
1.3 keV line"
Gammas

from"
210PbBackground: Modelled with simulated data on sidebands 

and calibration. 
 
WIMP Signal: Modelled with NR data from 252Cf, then 
rescaled for WIMPs with mass 5, 7, 10, 15 GeV 

Inputs (per detector) 

Output 
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Unblinding: Before BDT cut Events passing all the cuts prior to 
applying BDT 

Outer radial 
events 

1.3 keV  
line Approx NR band 
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Unblinding: After BDT cut 11 candidates (6.2 +1.1 -0.8 expected)  
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95% CL 
intervals for 
WIMPS with 
 
m=5 GeV 
m=7 GeV 
m=10 GeV 
m=15 GeV 
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New limit for low-mass WIMPs 

This work 

systematics 
(efficiency, energy 
scale, trigger 
efficiency) 

90% C.L. optimal interval method 
(no background subtraction)  

Difference with 
expectation due 
to events in T5Z3 

arXiv:1402.7137 
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Si	  lite	  
Ge	  lite	  
Si	  
Ge	  

•  SuperCDMS-SNOLAB (with ~100 kg Ge and ~10kg Si) will extend the 
sensitivity by over an order of magnitude with an excellent coverage of 
the light mass window. 
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Neutralino in the MSSM 

Linear Superposition of Bino, Wino and Higgsinos	  

Its detection properties depend crucially on its composition	  
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Figure 17. The (mχ̃0
1
,σSI

p ) planes in the CMSSM (left panel) and the NUHM1 (right panel). The ∆χ2 =
2.30(5.99) contours, corresponding to the 68(95)% CL are coloured red (blue). The solid (dashed) lines
are for global fits to the LHC5/fb, BR(Bs → µ+µ−) and new XENON100 (LHC1/fb) data, and the
corresponding best-fit points are indicated by solid (open) green stars.

9. Comparison with other Analyses

We are not aware of any global analyses in-
corporating the new XENON100 constraint [27].
The two global analyses including LHC 5/fb data
that are most similar to ours are [9] and [10],
and we take this opportunity to comment on the
relations and differences between those and the
present work.
As in this work, Ref. [9] incorporates the con-

straints imposed by the LHC5/fb data using an
implementation of Delphes that is reported to re-
produce the 95% CL limits published previously
by ATLAS using 165/pb and 1/fb of data and
shown to reproduce approximately the 95% CL
limits for tanβ = 10 and A0 found in the
ATLAS analysis used here and the CMS razor
analyss with 5/fb of data [13]. However, the
ATLAS 5/fb jets + /ET analysis has apparently
not been modelled in detail, and full informa-
tion is not available on its validation for other
values of the CMSSM parameters, nor on its ex-
tension to the NUHM1. In contrast to previous
papers by the same collaboration that used the
MasterCode, Ref. [9] uses only a reduced set of
precision electroweak and flavour observables, a
topic we comment on below. In contrast, Ref. [9]

uses AstroFit, which provides input from both
direct and indirect dark matter searches, whereas
we use only the direct XENON100 search. How-
ever, Ref. [9] finds that the indirect dark mat-
ter searches have negligible impact at the present
time. When the constraint Mh = 126±2±3 GeV
is imposed in [9], the results for the CMSSM are
relatively similar to ours, whereas the results for
the NUHM1 are only qualitatively similar.

Ref. [10] implements the CMS razor analysis
using 5/fb of data, and provides more details of its
efficiency and likelihood maps, and also compares
with the 95% CL limit obtained in the ATLAS
5/fb jets + /ET analysis. This paper favours val-
ues of the CMSSM mass parameters (m0,m1/2)
that are considerably larger than in our analysis
and in [9]. However, Ref. [10] does favour the stau
coannihilation strip and the rapid-annihilation
funnel regions of the CMSSM, disfavouring the
focus-point region that had been advocated in
previous fits by the same group. Ref. [10] does not
discuss the NUHM1, but does consider the possi-
bilities that µ < 0 and of dropping the (g − 2)µ
constraint.

CRESST (CaWO4) 

DAMA/LIBRA (NaI) 

CDMS II (G
e) - 2009 

XENON100 (Xe) - 2012 

XENON10  
(Xe) 

CDMS (Si) 

CoGeNT (Ge) 

CMSSM  
(Buchmüller et al. 2012) 

LHC

Strege et al. (2013)

m1/2 [TeV]

m
0
 [
T

e
V

]

cMSSM

w/o g−2

Flat priors

0 1 20

1

2

3

4
Strege et al. (2013)

tan !

A
0
 [
T

e
V

]

cMSSM

w/o g−2

Flat priors

0 20 40 60−4

−2

0

2

4

XENON100

XENON1T

Strege et al. (2013)

m
"

1
0 [GeV]

lo
g
(#

pS
I  [

p
b
])

cMSSM

w/o g−2

Flat priors

0 500 1000−11

−10

−9

−8

−7

−6

LHC

Strege et al. (2013)

m1/2 [TeV]

m
0
 [
T

e
V

]

cMSSM

w/o g−2

Log priors

0 1 20

1

2

3

4
Strege et al. (2013)

tan !

A
0
 [
T

e
V

]

cMSSM

w/o g−2

Log priors

0 20 40 60−4

−2

0

2

4

XENON100

XENON1T

Strege et al. (2013)

m
"

1
0 [GeV]

lo
g
(#

pS
I  [

p
b
])

cMSSM

w/o g−2

Log priors

0 500 1000−11

−10

−9

−8

−7

−6

LHC

Strege et al. (2013)

m1/2 [TeV]

m
0
 [
T

e
V

]

cMSSM

w/o g−2

Profile likelihood

0 1 20

1

2

3

4
Strege et al. (2013)

tan !

A
0
 [
T

e
V

]

cMSSM

w/o g−2

Profile likelihood

0 20 40 60−4

−2

0

2

4

XENON100

XENON1T

Strege et al. (2013)

m
"

1
0 [GeV]

lo
g
(#

pS
I  [

p
b
])

cMSSM

w/o g−2

Profile likelihood

0 500 1000−11

−10

−9

−8

−7

−6

Figure 4. Constraints on the cMSSM as in Fig. 1, but now excluding the g − 2 constraint (black/filled
contours). From top to bottom: posterior pdf with flat priors, posterior pdf with log priors and profile
likelihood. The encircled black cross is the overall best-fit point. For comparison, blue/empty contours do
include the g − 2 constraint (as the filled contours in Fig. 1). Dropping the constraint on the anomalous
magnetic moment of the muon hardly changes the best-fit point, but does open up the A-funnel region in the
profile likelihood analysis.

to before. This is to be expected, since large m0 and m1/2 which lead to values discrepant
with the experimental constraint on g − 2 were already favoured in the previous analysis.
Results for the posterior pdf with log priors also qualitatively agree well with previous results,
although a significant shift of posterior probability from the low-mass (in the SC region) to
the high-mass (in the AF region) mode can be observed for all sparticle masses. Results
for the 1D profile likelihood functions are, instead, very different from before. While the
g − 2 constraint confined the profile likelihood for the sparticle masses to narrow regions
around the best-fit point at small masses, after dropping this constraint the profile likelihood
function is much more spread out (although the best-fit point hardly changes). While the
increased preference for larger sparticle masses for both the posterior distributions and the
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Figure 17. The (mχ̃0
1
,σSI

p ) planes in the CMSSM (left panel) and the NUHM1 (right panel). The ∆χ2 =
2.30(5.99) contours, corresponding to the 68(95)% CL are coloured red (blue). The solid (dashed) lines
are for global fits to the LHC5/fb, BR(Bs → µ+µ−) and new XENON100 (LHC1/fb) data, and the
corresponding best-fit points are indicated by solid (open) green stars.

9. Comparison with other Analyses

We are not aware of any global analyses in-
corporating the new XENON100 constraint [27].
The two global analyses including LHC 5/fb data
that are most similar to ours are [9] and [10],
and we take this opportunity to comment on the
relations and differences between those and the
present work.
As in this work, Ref. [9] incorporates the con-

straints imposed by the LHC5/fb data using an
implementation of Delphes that is reported to re-
produce the 95% CL limits published previously
by ATLAS using 165/pb and 1/fb of data and
shown to reproduce approximately the 95% CL
limits for tanβ = 10 and A0 found in the
ATLAS analysis used here and the CMS razor
analyss with 5/fb of data [13]. However, the
ATLAS 5/fb jets + /ET analysis has apparently
not been modelled in detail, and full informa-
tion is not available on its validation for other
values of the CMSSM parameters, nor on its ex-
tension to the NUHM1. In contrast to previous
papers by the same collaboration that used the
MasterCode, Ref. [9] uses only a reduced set of
precision electroweak and flavour observables, a
topic we comment on below. In contrast, Ref. [9]

uses AstroFit, which provides input from both
direct and indirect dark matter searches, whereas
we use only the direct XENON100 search. How-
ever, Ref. [9] finds that the indirect dark mat-
ter searches have negligible impact at the present
time. When the constraint Mh = 126±2±3 GeV
is imposed in [9], the results for the CMSSM are
relatively similar to ours, whereas the results for
the NUHM1 are only qualitatively similar.

Ref. [10] implements the CMS razor analysis
using 5/fb of data, and provides more details of its
efficiency and likelihood maps, and also compares
with the 95% CL limit obtained in the ATLAS
5/fb jets + /ET analysis. This paper favours val-
ues of the CMSSM mass parameters (m0,m1/2)
that are considerably larger than in our analysis
and in [9]. However, Ref. [10] does favour the stau
coannihilation strip and the rapid-annihilation
funnel regions of the CMSSM, disfavouring the
focus-point region that had been advocated in
previous fits by the same group. Ref. [10] does not
discuss the NUHM1, but does consider the possi-
bilities that µ < 0 and of dropping the (g − 2)µ
constraint.
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Figure 7. Constraints on the neutralino mass and SI scattering cross-section in the NUHM, including all
available present-day data (WMAP 7-year, LHC 5.8 fb−1 SUSY null search and Higgs detection, XENON100
2012 direct detection limits). Black, filled contours depict the marginalised posterior pdf (left: flat priors;
middle: log priors) and the profile likelihood (right), showing 68%, 95% and 99% credible/confidence regions.
The encircled black cross is the overall best-fit point. Blue/empty contours show constraints without the
latest XENON100 results. The 90% XENON100 exclusion limit (from Ref. [21]) is shown as a red/solid line.
Ref. [21] only shows the limit for mχ̃0

1
< 1000 GeV; we show the extension of this limit to higher WIMP

masses as a red/dashed line. We also show the expected reach of XENON1T as a red/dashed line.

of neutralino masses around mχ̃0
1
∼ 1 TeV, as a consequence of the Higgsino-like character of

the neutralino. As can be seen by comparing the blue and the black contours, the XENON100
2012 limit (red/solid line) rules out part of this otherwise unconstrained region. The picture
is similar in terms of the profile likelihood. We also display the expected 90% exclusion limit
from the future XENON1T direct detection experiment. XENON1T will probe the entire
currently favoured NUHM parameter space, independently of the statistical perspective.
Therefore, direct detection prospects for this model remain very good given all present-day
experimental constraints.

As in the cMSSM, the spin-dependent cross-section remains out of reach even for future
multi-ton scale detectors. The favoured region spans the interval σSD

χ̃0
1−p

∈ [10−5.5, 10−6.5] pb,

with the best-fit point found at the bottom end of the range.
In Fig. 8, we show the 1D posterior pdf and profile likelihood for some observables and

derived quantities. The first six panels show some sparticle masses of interest. Both the
lightest neutralino and lightest chargino masses are highly concentrated around 1 TeV. The
favoured masses of the lightest stop and bottom are mstop1 ≈ 5000 GeV and msbottom1 ≈
6000 GeV, respectively. The favoured gluino and average squark masses are even larger,
mgluino,msquark ≈ 7000 GeV. The favoured sparticle masses are far beyond the current reach
of the LHC, and will not be accessible to the LHC operating at 14 TeV collision energy,
nor the HL-LHC upgrade. This is true for both the posterior pdf and the profile likelihood
function, which are in excellent agreement. Therefore, detection prospects of the NUHM at
colliders are dim, and for discovery of this model alternative search strategies, such as direct
detection experiments, have to be relied on.

As can be seen from the 1D distributions for mh, in the NUHM a Higgs mass mh ∼ 126
GeV can easily be realised, and both the Bayesian pdfs and the profile likelihood function
peak at the experimentally measured value. The reason whymh ∼ 126 GeV is easily achieved,
while this value is disfavoured in the cMSSM, is that in the NUHM much larger values of
m1/2 are allowed, leading to larger stop masses, and thus larger values of mh. The favoured
regions in NUHM parameter space in the (Xt/MS ,mh) plane are shown in Fig. 9. As can
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Figure 17. The (mχ̃0
1
,σSI

p ) planes in the CMSSM (left panel) and the NUHM1 (right panel). The ∆χ2 =
2.30(5.99) contours, corresponding to the 68(95)% CL are coloured red (blue). The solid (dashed) lines
are for global fits to the LHC5/fb, BR(Bs → µ+µ−) and new XENON100 (LHC1/fb) data, and the
corresponding best-fit points are indicated by solid (open) green stars.

9. Comparison with other Analyses

We are not aware of any global analyses in-
corporating the new XENON100 constraint [27].
The two global analyses including LHC 5/fb data
that are most similar to ours are [9] and [10],
and we take this opportunity to comment on the
relations and differences between those and the
present work.
As in this work, Ref. [9] incorporates the con-

straints imposed by the LHC5/fb data using an
implementation of Delphes that is reported to re-
produce the 95% CL limits published previously
by ATLAS using 165/pb and 1/fb of data and
shown to reproduce approximately the 95% CL
limits for tanβ = 10 and A0 found in the
ATLAS analysis used here and the CMS razor
analyss with 5/fb of data [13]. However, the
ATLAS 5/fb jets + /ET analysis has apparently
not been modelled in detail, and full informa-
tion is not available on its validation for other
values of the CMSSM parameters, nor on its ex-
tension to the NUHM1. In contrast to previous
papers by the same collaboration that used the
MasterCode, Ref. [9] uses only a reduced set of
precision electroweak and flavour observables, a
topic we comment on below. In contrast, Ref. [9]

uses AstroFit, which provides input from both
direct and indirect dark matter searches, whereas
we use only the direct XENON100 search. How-
ever, Ref. [9] finds that the indirect dark mat-
ter searches have negligible impact at the present
time. When the constraint Mh = 126±2±3 GeV
is imposed in [9], the results for the CMSSM are
relatively similar to ours, whereas the results for
the NUHM1 are only qualitatively similar.

Ref. [10] implements the CMS razor analysis
using 5/fb of data, and provides more details of its
efficiency and likelihood maps, and also compares
with the 95% CL limit obtained in the ATLAS
5/fb jets + /ET analysis. This paper favours val-
ues of the CMSSM mass parameters (m0,m1/2)
that are considerably larger than in our analysis
and in [9]. However, Ref. [10] does favour the stau
coannihilation strip and the rapid-annihilation
funnel regions of the CMSSM, disfavouring the
focus-point region that had been advocated in
previous fits by the same group. Ref. [10] does not
discuss the NUHM1, but does consider the possi-
bilities that µ < 0 and of dropping the (g − 2)µ
constraint.
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Figure 7. Constraints on the neutralino mass and SI scattering cross-section in the NUHM, including all
available present-day data (WMAP 7-year, LHC 5.8 fb−1 SUSY null search and Higgs detection, XENON100
2012 direct detection limits). Black, filled contours depict the marginalised posterior pdf (left: flat priors;
middle: log priors) and the profile likelihood (right), showing 68%, 95% and 99% credible/confidence regions.
The encircled black cross is the overall best-fit point. Blue/empty contours show constraints without the
latest XENON100 results. The 90% XENON100 exclusion limit (from Ref. [21]) is shown as a red/solid line.
Ref. [21] only shows the limit for mχ̃0

1
< 1000 GeV; we show the extension of this limit to higher WIMP

masses as a red/dashed line. We also show the expected reach of XENON1T as a red/dashed line.

of neutralino masses around mχ̃0
1
∼ 1 TeV, as a consequence of the Higgsino-like character of

the neutralino. As can be seen by comparing the blue and the black contours, the XENON100
2012 limit (red/solid line) rules out part of this otherwise unconstrained region. The picture
is similar in terms of the profile likelihood. We also display the expected 90% exclusion limit
from the future XENON1T direct detection experiment. XENON1T will probe the entire
currently favoured NUHM parameter space, independently of the statistical perspective.
Therefore, direct detection prospects for this model remain very good given all present-day
experimental constraints.

As in the cMSSM, the spin-dependent cross-section remains out of reach even for future
multi-ton scale detectors. The favoured region spans the interval σSD

χ̃0
1−p

∈ [10−5.5, 10−6.5] pb,

with the best-fit point found at the bottom end of the range.
In Fig. 8, we show the 1D posterior pdf and profile likelihood for some observables and

derived quantities. The first six panels show some sparticle masses of interest. Both the
lightest neutralino and lightest chargino masses are highly concentrated around 1 TeV. The
favoured masses of the lightest stop and bottom are mstop1 ≈ 5000 GeV and msbottom1 ≈
6000 GeV, respectively. The favoured gluino and average squark masses are even larger,
mgluino,msquark ≈ 7000 GeV. The favoured sparticle masses are far beyond the current reach
of the LHC, and will not be accessible to the LHC operating at 14 TeV collision energy,
nor the HL-LHC upgrade. This is true for both the posterior pdf and the profile likelihood
function, which are in excellent agreement. Therefore, detection prospects of the NUHM at
colliders are dim, and for discovery of this model alternative search strategies, such as direct
detection experiments, have to be relied on.

As can be seen from the 1D distributions for mh, in the NUHM a Higgs mass mh ∼ 126
GeV can easily be realised, and both the Bayesian pdfs and the profile likelihood function
peak at the experimentally measured value. The reason whymh ∼ 126 GeV is easily achieved,
while this value is disfavoured in the cMSSM, is that in the NUHM much larger values of
m1/2 are allowed, leading to larger stop masses, and thus larger values of mh. The favoured
regions in NUHM parameter space in the (Xt/MS ,mh) plane are shown in Fig. 9. As can
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FIG. 11: Neutralino–nucleon coherent cross section times
the rescaling factor ξσ(nucleon)

scalar . (Red) crosses: supersymmet-
ric configurations plotted in Fig.1 (Scenario I in the text);
(blue) dots: supersymmetric configurations plotted in Fig.6
(Scenario II in the text). The hatched areas denote the
DAMA/LIBRA annual modulation regions [51]: the (green)
vertically–hatched region refers to the case where constant
values of 0.3 and 0.09 are taken for the quenching factors of Na
and I, respectively[49]; the (red) crossed-hatched is obtained
by using the energy–dependent Na and I quenching factors
as established by the procedure given in Ref. [50]. The gray
regions are those compatible with the CRESST excess [52].
In all cases a possible channeling effect is not included.The
halo distribution function used to extract the experimental
regions is given in the text. For other distribution functions
see [49]

riving the bounds shown in Fig. 14 we have adopted
the central–value determinations of the different sources
of background, as reported in Ref. [61]. If (just) some
of these background fluxes are allowed to fluctuate up
(especially the recently determined gamma-ray flux orig-
inating from misaligned AGN [63]) the ensuing bounds
can become quite constraining [61].

VII. CONCLUSIONS

The attempt of interpreting the neutral boson (H125)
measured at the LHC in the diphoton, ZZ, WW and
ττ channels, and with a mass of 125–126 GeV, in terms
of the effective Minimal Supersymmetric extension of the
Standard Model defined in Sect. II, has led us to consider
two possible scenarios: a scenario I, where the bosonH125

is identified with the heavier CP–even neutral boson H
and scenario II, where the boson H125 is identified with
the lighter CP–even neutral boson h.
The supersymmetric parameter space has been anal-

ysed also in terms of a full set of constraints derived from
collider experiments, B–factories, and measurements of
the muon anomalous magnetic moment. The properties
of the neutralino as a dark matter constituent has been
analysed in both scenarios, considering its relic abun-
dance and direct and indirect detection rates.
We have found that in scenario I no solution for su-

persymmetric configurations exists, unless two indirect
constraints (BR(b → s + γ) and (g − 2)µ) are relaxed.
If these two requirements are not implemented, solu-
tions with a physical relic abundance are found in a re-
gion of the supersymmetric parameter space character-
ized by low values for the stau mass parameters 80GeV ≤
ml̃12,L

,ml̃12,R
,mτ̃L ,mτ̃R ≤ 200GeV, and high values for

the µ parameter: µ ≥ 1.8 TeV. In the region defined in
Table I the neutralino mass turns out to sit in the range
mχ % (40 − 85) GeV. The set of configurations found
in the present scenario generate very low rates for direct
detection of relic neutralinos (the quantity ξσ(nucleon)

scalar is

at the level of ξσ(nucleon)
scalar ∼ a few ×10−45 cm2). The

same occurs for indirect detections signals: only antipro-
ton searches, under some optimistic assumptions, may be
able to test scenario I for neutralino masses close to 50
GeV. For this to be reachable, a somehow large cosmic–
rays confinement region is required, accompanied by a
reduction of the total theoretical + experimental uncer-
tainty on the antiproton flux determination at the level
of about 10%. AMS [60] is expected to beat this level of
precision on the antiproton data, and its measurement of
the fluxes of cosmic rays species, especially B/C, could
help in reducing the uncertainties on the theoretical de-
termination, allowing to approach the level required to
study these supersymmetric populations.
In scenario II we have found a population of config-

urations which satisfy all requirements and constraints
mentioned in Sect. III, including the indirect bounds
coming from BR(b → s+γ) and (g− 2)µ. Here the lower
limit for the neutralino mass is mχ >∼ 30 GeV. The di-
rect detection rates are shown to be typically rather low;
though, they could approach the level of the signals mea-
sured by the experiments of DM direct detection [51–54]
under special instances for the DM distribution, for ex-
perimental parameters and/or for significantly large size
of the neutralino-nucleon coupling. As for the indirect
signals a situation similar to scenario I occurs: under the
same, somehow optimistic, assumptions discussed above
an antiproton signal in AMS may be reachable for neu-
tralino masses above 80 GeV.
A few comments are in order here, regarding the fea-

LEP limits mχ̃±
1
> 100 GeV

mτ̃1 > 84− 88 GeV (depending on mχ̃0
1
)

invisible Z decay ΓZ→χ̃0
1χ̃

0
1
< 3 MeV

µ magnetic moment ∆aµ < 4.5× 10−9

flavor constraints BR(b → sγ) ∈ [3.03, 4.07]× 10−4

BR(Bs → µ
+
µ
−) ∈ [1.5, 4.3]× 10−9

Higgs mass mh0 ∈ [122.5, 128.5] GeV

A
0
, H

0 → τ
+
τ
− CMS results for L = 17 fb−1, mmax

h scenario

Higgs couplings ATLAS, CMS and Tevatron global fit, see text

relic density Ωh2
< 0.131 or Ωh2 ∈ [0.107, 0.131]

direct detection XENON100 upper limit

indirect detection Fermi-LAT bound on gamma rays from dSphs

pp → χ̃
0

2
χ̃
±
1

Simplified Models Spectra approach, see text

pp → �̃
+
�̃
−

Table 2: Experimental constraints implemented in the analysis. For details, see text.

for the direct searches for charginos and staus1 [40] and for invisible decays of the Z boson [41].
The anomalous magnetic moment of the muon is also required not to exceed the bound set by
the E821 experiment [42, 43], and the flavor constraints coming from b → sγ [44, 45] and from
Bs → µ

+
µ
− [46] are taken into account. Finally, the “basic constraints” also require the lightest

Higgs boson, h0, to be within 3 GeV of the best fit mass from ATLAS [47] and CMS [48]. This
range is completely dominated by the estimated theoretical uncertainties on the Higgs mass in
the MSSM.

In addition to the set of basic constraints, limits from searches for Higgs bosons at the LHC
are taken into account. The heavier neutral Higgses, A0 and H

0, are constrained by dedicated
searches in the τ+τ− channel. For these, we use the most recent limits from CMS [49], given in
the (MA0 , tan β) plane in the mmax

h scenario, which provides a conservative lower bound in the
MSSM [50].2 The couplings of the observed Higgs boson at around 125.5 GeV, identified with
h
0, are constrained following the procedure of Ref. [5], i.e.making use of the information given in

the 2D plane (µggF+ttH, µVBF+VH) for each final state provided by the LHC experiments.3 These
“signal strengths ellipses” combine ATLAS and CMS results (plus results from Tevatron) for
the four effective final states that are relevant to the MSSM: γγ, V V = WW +ZZ, bb̄, and ττ .
All the experimental results up to the LHCP 2013 conference [5] are included in the present
analysis. The signal strengths are computed from a set of reduced couplings (CV , Ct, Cb, Cτ , Cg

1Note that selectrons and smuons are safely above the LEP bound [40] since Ml1,2 > 100 GeV, Mr1,2 >
100 GeV.

2This is particularly the case in our study because our preferred very light neutralino scenarios have a small
value for µ of order 200 GeV.

3The use of 2D signal strengths has first been introduced in Ref. [51].
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range is completely dominated by the estimated theoretical uncertainties on the Higgs mass in
the MSSM.

In addition to the set of basic constraints, limits from searches for Higgs bosons at the LHC
are taken into account. The heavier neutral Higgses, A0 and H

0, are constrained by dedicated
searches in the τ+τ− channel. For these, we use the most recent limits from CMS [49], given in
the (MA0 , tan β) plane in the mmax

h scenario, which provides a conservative lower bound in the
MSSM [50].2 The couplings of the observed Higgs boson at around 125.5 GeV, identified with
h
0, are constrained following the procedure of Ref. [5], i.e.making use of the information given in

the 2D plane (µggF+ttH, µVBF+VH) for each final state provided by the LHC experiments.3 These
“signal strengths ellipses” combine ATLAS and CMS results (plus results from Tevatron) for
the four effective final states that are relevant to the MSSM: γγ, V V = WW +ZZ, bb̄, and ττ .
All the experimental results up to the LHCP 2013 conference [5] are included in the present
analysis. The signal strengths are computed from a set of reduced couplings (CV , Ct, Cb, Cτ , Cg

1Note that selectrons and smuons are safely above the LEP bound [40] since Ml1,2 > 100 GeV, Mr1,2 >
100 GeV.

2This is particularly the case in our study because our preferred very light neutralino scenarios have a small
value for µ of order 200 GeV.

3The use of 2D signal strengths has first been introduced in Ref. [51].

3

Uncorrelated to direct 
detection diagrams 
(smaller σSI) 	  

The predictions for its scattering cross section still span many orders of 
magnitude (excellent motivation for more sensitive detectors)  
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Figure 17. The (mχ̃0
1
,σSI

p ) planes in the CMSSM (left panel) and the NUHM1 (right panel). The ∆χ2 =
2.30(5.99) contours, corresponding to the 68(95)% CL are coloured red (blue). The solid (dashed) lines
are for global fits to the LHC5/fb, BR(Bs → µ+µ−) and new XENON100 (LHC1/fb) data, and the
corresponding best-fit points are indicated by solid (open) green stars.

9. Comparison with other Analyses

We are not aware of any global analyses in-
corporating the new XENON100 constraint [27].
The two global analyses including LHC 5/fb data
that are most similar to ours are [9] and [10],
and we take this opportunity to comment on the
relations and differences between those and the
present work.
As in this work, Ref. [9] incorporates the con-

straints imposed by the LHC5/fb data using an
implementation of Delphes that is reported to re-
produce the 95% CL limits published previously
by ATLAS using 165/pb and 1/fb of data and
shown to reproduce approximately the 95% CL
limits for tanβ = 10 and A0 found in the
ATLAS analysis used here and the CMS razor
analyss with 5/fb of data [13]. However, the
ATLAS 5/fb jets + /ET analysis has apparently
not been modelled in detail, and full informa-
tion is not available on its validation for other
values of the CMSSM parameters, nor on its ex-
tension to the NUHM1. In contrast to previous
papers by the same collaboration that used the
MasterCode, Ref. [9] uses only a reduced set of
precision electroweak and flavour observables, a
topic we comment on below. In contrast, Ref. [9]

uses AstroFit, which provides input from both
direct and indirect dark matter searches, whereas
we use only the direct XENON100 search. How-
ever, Ref. [9] finds that the indirect dark mat-
ter searches have negligible impact at the present
time. When the constraint Mh = 126±2±3 GeV
is imposed in [9], the results for the CMSSM are
relatively similar to ours, whereas the results for
the NUHM1 are only qualitatively similar.

Ref. [10] implements the CMS razor analysis
using 5/fb of data, and provides more details of its
efficiency and likelihood maps, and also compares
with the 95% CL limit obtained in the ATLAS
5/fb jets + /ET analysis. This paper favours val-
ues of the CMSSM mass parameters (m0,m1/2)
that are considerably larger than in our analysis
and in [9]. However, Ref. [10] does favour the stau
coannihilation strip and the rapid-annihilation
funnel regions of the CMSSM, disfavouring the
focus-point region that had been advocated in
previous fits by the same group. Ref. [10] does not
discuss the NUHM1, but does consider the possi-
bilities that µ < 0 and of dropping the (g − 2)µ
constraint.
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Figure 7. Constraints on the neutralino mass and SI scattering cross-section in the NUHM, including all
available present-day data (WMAP 7-year, LHC 5.8 fb−1 SUSY null search and Higgs detection, XENON100
2012 direct detection limits). Black, filled contours depict the marginalised posterior pdf (left: flat priors;
middle: log priors) and the profile likelihood (right), showing 68%, 95% and 99% credible/confidence regions.
The encircled black cross is the overall best-fit point. Blue/empty contours show constraints without the
latest XENON100 results. The 90% XENON100 exclusion limit (from Ref. [21]) is shown as a red/solid line.
Ref. [21] only shows the limit for mχ̃0

1
< 1000 GeV; we show the extension of this limit to higher WIMP

masses as a red/dashed line. We also show the expected reach of XENON1T as a red/dashed line.

of neutralino masses around mχ̃0
1
∼ 1 TeV, as a consequence of the Higgsino-like character of

the neutralino. As can be seen by comparing the blue and the black contours, the XENON100
2012 limit (red/solid line) rules out part of this otherwise unconstrained region. The picture
is similar in terms of the profile likelihood. We also display the expected 90% exclusion limit
from the future XENON1T direct detection experiment. XENON1T will probe the entire
currently favoured NUHM parameter space, independently of the statistical perspective.
Therefore, direct detection prospects for this model remain very good given all present-day
experimental constraints.

As in the cMSSM, the spin-dependent cross-section remains out of reach even for future
multi-ton scale detectors. The favoured region spans the interval σSD

χ̃0
1−p

∈ [10−5.5, 10−6.5] pb,

with the best-fit point found at the bottom end of the range.
In Fig. 8, we show the 1D posterior pdf and profile likelihood for some observables and

derived quantities. The first six panels show some sparticle masses of interest. Both the
lightest neutralino and lightest chargino masses are highly concentrated around 1 TeV. The
favoured masses of the lightest stop and bottom are mstop1 ≈ 5000 GeV and msbottom1 ≈
6000 GeV, respectively. The favoured gluino and average squark masses are even larger,
mgluino,msquark ≈ 7000 GeV. The favoured sparticle masses are far beyond the current reach
of the LHC, and will not be accessible to the LHC operating at 14 TeV collision energy,
nor the HL-LHC upgrade. This is true for both the posterior pdf and the profile likelihood
function, which are in excellent agreement. Therefore, detection prospects of the NUHM at
colliders are dim, and for discovery of this model alternative search strategies, such as direct
detection experiments, have to be relied on.

As can be seen from the 1D distributions for mh, in the NUHM a Higgs mass mh ∼ 126
GeV can easily be realised, and both the Bayesian pdfs and the profile likelihood function
peak at the experimentally measured value. The reason whymh ∼ 126 GeV is easily achieved,
while this value is disfavoured in the cMSSM, is that in the NUHM much larger values of
m1/2 are allowed, leading to larger stop masses, and thus larger values of mh. The favoured
regions in NUHM parameter space in the (Xt/MS ,mh) plane are shown in Fig. 9. As can
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decay width constraints and find that it agrees within one
standard deviation with the experimental measurements
as a result of the reduced coupling of the b̃1 to the Z.

Another relevant observable is the forward-backward
asymmetry on the Z peak in the bb̄ channel [28], which
presents 2.5σ discrepancy between the SM and the mea-
sured values. In our scenario, while the discrepancy is
not improved by the presence of the light sbottoms, our
points are in agreement with the experimental result at
the 3σ level.

Constraints from the S, T and U parameters [29, 30],
encoding the oblique corrections, i.e. the radiative cor-
rections to weak processes involving light particles, need
also to be considered. In particular, SUSY contributions
to these parameters arise also from squark and neutralino
loops [31–33]. The SUSY contributions to S, T and U
parameters for the points selected in this analysis have
been computed and are found to be all compatible with
the LEP measurements at 95% C.L., as shown in Fig. 1.

FIG. 1: Valid pMSSM points corresponding to the light neu-
tralino, almost degenerate b̃1 scenario in the plane (S, T ). The
ellipses correspond to the LEP allowed regions at 68% (red)
and 95% (blue) C.L. [28].

Searches for SUSY particles in e+e− collisions have
been conducted at various energies before LEP. In partic-
ular, TRISTAN operated at 52 <

√
s < 57 GeV, where

b̃1b̃1 pairs could be kinematically produced. However,
due to the small coupling to the Z, the production cross
section for e+e− → b̃1b̃1 is in the range 1.2–0.2 pb for
15 < Mb̃1

< 25 GeV. The efficiency of the cuts of the
scalar quark analysis of TRISTAN [34], is estimated to
be 0.03, 0.20 and 0.41 for our pMSSM points with a mass
splitting, ∆M = 5, 7 and 10 GeV respectively, by a ded-
icated study on simulated events. This agrees with the
efficiency values reported by the experiment [34]. With a
total data statistics of �11 pb, no signal of these events
could be obtained for points having ∆M ≤ 7 GeV.

At LEP-2, the searches for e+e− → b̃1b̃1 pair pro-
duction have excluded scalar bottom quarks up to
∼100 GeV, with the exception of highly degenerate sce-
narios. The efficiency of the selection cuts applied in
the LEP-2 searches, mostly to reduce γγ background has
been tested on simulated events found to be ∼0.15 at
∆M = 7 GeV and ≤0.10 at ∆M ≤ 5 GeV. Since the

typical e+e− → b̃1b̃1 production cross section at 200 GeV
is �0.2 pb for 15 < Mb̃1

< 25 GeV, this results in a prod-
uct of signal cross section times efficiency of 0.03 pb and
less for ∆M ≤ 7 GeV, which are therefore not excluded
by the combined LEP-2 searches. In summary, scalar
bottom quarks with 15 < Mb̃1

< 25 GeV, small cos θb
and mass splitting to the lightest neutralino < 7 GeV
are not excluded by direct scalar quark searches at e+e−

colliders.
Finally, the process e+e− → χ̃0

1χ̃
0
2 is suppressed since

the lightest neutralino, χ̃0
1, is bino-like and the second

lightest, χ̃0
2, is wino-like. In general the χ̃0

2 can be chosen
to be heavier than 200 GeV, thus ensuring that the χ̃0

1χ̃
0
2

pairs could not be produced at LEP-2. But the process
has a cross section of less than 0.1 fb, even when the
process is kinematically accessible, as for the case Mχ̃0

2

= 150 GeV, due to the coupling suppression.

C. Vacuum Stability

The MSSM introduces several additional scalars, re-
sulting in a more complex scalar potential. Hence, the
stability of the vacuum expectation value (VEV) con-
figurations and the possibility of a tunnelling to other
minima of the potential need to be checked. To address
this question, we use the program Vevacious [35], which
determines the global minimum of the one loop effective
scalar potential for each MSSM point. If the local min-
imum is global, the vacuum is stable. Otherwise, the
program computes the tunnelling time from the local to
the global minimum. This should be compared to the age
of the Universe, excluding points for which the vacuum is
short-lived. About 85% of the accepted pMSSM points
in our scenario have stable vacuum, 5% have a long-lived
vacuum, and 10% have a short-lived vacuum.

D. Direct Detection

The results of direct detection experiments reporting
possible excesses of signal-like events, correspond to a
light WIMP with large value of the scattering cross sec-
tion.

Our pMSSM scenario has a light χ̃0
1 and an almost

degenerate b̃1 with a mass splitting of order of the bot-
tom mass. We observe that the calculation of the cross
section for direct detection in such a scenario requires
special care. In this specific regime the general effec-
tive Lagrangian approach is not quite appropriate and
requires a special treatment, for example treating the b
quark as a heavy quark throughout the full calculation,
including the twist-2 terms. Applying the default gen-
eral formula, as used in micrOMEGAs, in the case where
Mb̃1

≈ Mχ̃0
1
−mb, may reveal a spurious pole that, erro-

neously, enhances the scattering cross section. Ref. [14]
has recently reconsidered the calculation of this cross sec-
tion for the specific case considered here, based on the

3

decay width constraints and find that it agrees within one
standard deviation with the experimental measurements
as a result of the reduced coupling of the b̃1 to the Z.

Another relevant observable is the forward-backward
asymmetry on the Z peak in the bb̄ channel [28], which
presents 2.5σ discrepancy between the SM and the mea-
sured values. In our scenario, while the discrepancy is
not improved by the presence of the light sbottoms, our
points are in agreement with the experimental result at
the 3σ level.

Constraints from the S, T and U parameters [29, 30],
encoding the oblique corrections, i.e. the radiative cor-
rections to weak processes involving light particles, need
also to be considered. In particular, SUSY contributions
to these parameters arise also from squark and neutralino
loops [31–33]. The SUSY contributions to S, T and U
parameters for the points selected in this analysis have
been computed and are found to be all compatible with
the LEP measurements at 95% C.L., as shown in Fig. 1.

FIG. 1: Valid pMSSM points corresponding to the light neu-
tralino, almost degenerate b̃1 scenario in the plane (S, T ). The
ellipses correspond to the LEP allowed regions at 68% (red)
and 95% (blue) C.L. [28].

Searches for SUSY particles in e+e− collisions have
been conducted at various energies before LEP. In partic-
ular, TRISTAN operated at 52 <

√
s < 57 GeV, where

b̃1b̃1 pairs could be kinematically produced. However,
due to the small coupling to the Z, the production cross
section for e+e− → b̃1b̃1 is in the range 1.2–0.2 pb for
15 < Mb̃1

< 25 GeV. The efficiency of the cuts of the
scalar quark analysis of TRISTAN [34], is estimated to
be 0.03, 0.20 and 0.41 for our pMSSM points with a mass
splitting, ∆M = 5, 7 and 10 GeV respectively, by a ded-
icated study on simulated events. This agrees with the
efficiency values reported by the experiment [34]. With a
total data statistics of �11 pb, no signal of these events
could be obtained for points having ∆M ≤ 7 GeV.

At LEP-2, the searches for e+e− → b̃1b̃1 pair pro-
duction have excluded scalar bottom quarks up to
∼100 GeV, with the exception of highly degenerate sce-
narios. The efficiency of the selection cuts applied in
the LEP-2 searches, mostly to reduce γγ background has
been tested on simulated events found to be ∼0.15 at
∆M = 7 GeV and ≤0.10 at ∆M ≤ 5 GeV. Since the

typical e+e− → b̃1b̃1 production cross section at 200 GeV
is �0.2 pb for 15 < Mb̃1

< 25 GeV, this results in a prod-
uct of signal cross section times efficiency of 0.03 pb and
less for ∆M ≤ 7 GeV, which are therefore not excluded
by the combined LEP-2 searches. In summary, scalar
bottom quarks with 15 < Mb̃1

< 25 GeV, small cos θb
and mass splitting to the lightest neutralino < 7 GeV
are not excluded by direct scalar quark searches at e+e−

colliders.
Finally, the process e+e− → χ̃0

1χ̃
0
2 is suppressed since

the lightest neutralino, χ̃0
1, is bino-like and the second

lightest, χ̃0
2, is wino-like. In general the χ̃0

2 can be chosen
to be heavier than 200 GeV, thus ensuring that the χ̃0

1χ̃
0
2

pairs could not be produced at LEP-2. But the process
has a cross section of less than 0.1 fb, even when the
process is kinematically accessible, as for the case Mχ̃0

2

= 150 GeV, due to the coupling suppression.

C. Vacuum Stability

The MSSM introduces several additional scalars, re-
sulting in a more complex scalar potential. Hence, the
stability of the vacuum expectation value (VEV) con-
figurations and the possibility of a tunnelling to other
minima of the potential need to be checked. To address
this question, we use the program Vevacious [35], which
determines the global minimum of the one loop effective
scalar potential for each MSSM point. If the local min-
imum is global, the vacuum is stable. Otherwise, the
program computes the tunnelling time from the local to
the global minimum. This should be compared to the age
of the Universe, excluding points for which the vacuum is
short-lived. About 85% of the accepted pMSSM points
in our scenario have stable vacuum, 5% have a long-lived
vacuum, and 10% have a short-lived vacuum.

D. Direct Detection

The results of direct detection experiments reporting
possible excesses of signal-like events, correspond to a
light WIMP with large value of the scattering cross sec-
tion.

Our pMSSM scenario has a light χ̃0
1 and an almost

degenerate b̃1 with a mass splitting of order of the bot-
tom mass. We observe that the calculation of the cross
section for direct detection in such a scenario requires
special care. In this specific regime the general effec-
tive Lagrangian approach is not quite appropriate and
requires a special treatment, for example treating the b
quark as a heavy quark throughout the full calculation,
including the twist-2 terms. Applying the default gen-
eral formula, as used in micrOMEGAs, in the case where
Mb̃1

≈ Mχ̃0
1
−mb, may reveal a spurious pole that, erro-

neously, enhances the scattering cross section. Ref. [14]
has recently reconsidered the calculation of this cross sec-
tion for the specific case considered here, based on the
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Figure 17. The (mχ̃0
1
,σSI

p ) planes in the CMSSM (left panel) and the NUHM1 (right panel). The ∆χ2 =
2.30(5.99) contours, corresponding to the 68(95)% CL are coloured red (blue). The solid (dashed) lines
are for global fits to the LHC5/fb, BR(Bs → µ+µ−) and new XENON100 (LHC1/fb) data, and the
corresponding best-fit points are indicated by solid (open) green stars.

9. Comparison with other Analyses

We are not aware of any global analyses in-
corporating the new XENON100 constraint [27].
The two global analyses including LHC 5/fb data
that are most similar to ours are [9] and [10],
and we take this opportunity to comment on the
relations and differences between those and the
present work.
As in this work, Ref. [9] incorporates the con-

straints imposed by the LHC5/fb data using an
implementation of Delphes that is reported to re-
produce the 95% CL limits published previously
by ATLAS using 165/pb and 1/fb of data and
shown to reproduce approximately the 95% CL
limits for tanβ = 10 and A0 found in the
ATLAS analysis used here and the CMS razor
analyss with 5/fb of data [13]. However, the
ATLAS 5/fb jets + /ET analysis has apparently
not been modelled in detail, and full informa-
tion is not available on its validation for other
values of the CMSSM parameters, nor on its ex-
tension to the NUHM1. In contrast to previous
papers by the same collaboration that used the
MasterCode, Ref. [9] uses only a reduced set of
precision electroweak and flavour observables, a
topic we comment on below. In contrast, Ref. [9]

uses AstroFit, which provides input from both
direct and indirect dark matter searches, whereas
we use only the direct XENON100 search. How-
ever, Ref. [9] finds that the indirect dark mat-
ter searches have negligible impact at the present
time. When the constraint Mh = 126±2±3 GeV
is imposed in [9], the results for the CMSSM are
relatively similar to ours, whereas the results for
the NUHM1 are only qualitatively similar.

Ref. [10] implements the CMS razor analysis
using 5/fb of data, and provides more details of its
efficiency and likelihood maps, and also compares
with the 95% CL limit obtained in the ATLAS
5/fb jets + /ET analysis. This paper favours val-
ues of the CMSSM mass parameters (m0,m1/2)
that are considerably larger than in our analysis
and in [9]. However, Ref. [10] does favour the stau
coannihilation strip and the rapid-annihilation
funnel regions of the CMSSM, disfavouring the
focus-point region that had been advocated in
previous fits by the same group. Ref. [10] does not
discuss the NUHM1, but does consider the possi-
bilities that µ < 0 and of dropping the (g − 2)µ
constraint.
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Figure 7. Constraints on the neutralino mass and SI scattering cross-section in the NUHM, including all
available present-day data (WMAP 7-year, LHC 5.8 fb−1 SUSY null search and Higgs detection, XENON100
2012 direct detection limits). Black, filled contours depict the marginalised posterior pdf (left: flat priors;
middle: log priors) and the profile likelihood (right), showing 68%, 95% and 99% credible/confidence regions.
The encircled black cross is the overall best-fit point. Blue/empty contours show constraints without the
latest XENON100 results. The 90% XENON100 exclusion limit (from Ref. [21]) is shown as a red/solid line.
Ref. [21] only shows the limit for mχ̃0

1
< 1000 GeV; we show the extension of this limit to higher WIMP

masses as a red/dashed line. We also show the expected reach of XENON1T as a red/dashed line.

of neutralino masses around mχ̃0
1
∼ 1 TeV, as a consequence of the Higgsino-like character of

the neutralino. As can be seen by comparing the blue and the black contours, the XENON100
2012 limit (red/solid line) rules out part of this otherwise unconstrained region. The picture
is similar in terms of the profile likelihood. We also display the expected 90% exclusion limit
from the future XENON1T direct detection experiment. XENON1T will probe the entire
currently favoured NUHM parameter space, independently of the statistical perspective.
Therefore, direct detection prospects for this model remain very good given all present-day
experimental constraints.

As in the cMSSM, the spin-dependent cross-section remains out of reach even for future
multi-ton scale detectors. The favoured region spans the interval σSD

χ̃0
1−p

∈ [10−5.5, 10−6.5] pb,

with the best-fit point found at the bottom end of the range.
In Fig. 8, we show the 1D posterior pdf and profile likelihood for some observables and

derived quantities. The first six panels show some sparticle masses of interest. Both the
lightest neutralino and lightest chargino masses are highly concentrated around 1 TeV. The
favoured masses of the lightest stop and bottom are mstop1 ≈ 5000 GeV and msbottom1 ≈
6000 GeV, respectively. The favoured gluino and average squark masses are even larger,
mgluino,msquark ≈ 7000 GeV. The favoured sparticle masses are far beyond the current reach
of the LHC, and will not be accessible to the LHC operating at 14 TeV collision energy,
nor the HL-LHC upgrade. This is true for both the posterior pdf and the profile likelihood
function, which are in excellent agreement. Therefore, detection prospects of the NUHM at
colliders are dim, and for discovery of this model alternative search strategies, such as direct
detection experiments, have to be relied on.

As can be seen from the 1D distributions for mh, in the NUHM a Higgs mass mh ∼ 126
GeV can easily be realised, and both the Bayesian pdfs and the profile likelihood function
peak at the experimentally measured value. The reason whymh ∼ 126 GeV is easily achieved,
while this value is disfavoured in the cMSSM, is that in the NUHM much larger values of
m1/2 are allowed, leading to larger stop masses, and thus larger values of mh. The favoured
regions in NUHM parameter space in the (Xt/MS ,mh) plane are shown in Fig. 9. As can
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Overview of the NMSSM
In the NMSSM the field structure of the MSSM is modified by the addition of a new
superfield Ŝ, which is a singlet under the SM gauge group:

NMSSM = MSSM + Ŝ
{

2 extra Higgs (CP − even, CP − odd)
1 additional Neutralino

• This leads to the following new terms in the superpotential

W = Yu H2 Q u + Yd H1 Q d + Ye H1 L e − λ S H1 H2 +
1
3

κS3

• and in the Lagrangian

− LHiggs
soft = m2

Hi
H∗

i Hi + m2
S S∗S + (−λAλ SH1 H2 +

1
3

κAκS3 + H.c.)

•When Electroweak Symmetry Breaking occurs the Higgs field takes non-vanishing VEVs:

〈H0
1 〉 = v1 ; 〈H0

2 〉 = v2 ; 〈S〉 = s (=
µ

λ
)

»Outline

Introduction

Neutralino dark matter in the
MSSM

Supergravity models

Neutralino dark matter in the
NMSSM
»Motivation
»Overview of the NMSSM
»Higgs Sector
» The neutralino in the NMSSM
»Neutralino-nucleon cross
section
»Enhancing the cross section
»Constraints on the parameter
space
»Case(i)
»Masses and compositions
»Cross section
»Overview

Summary

24.5.2005 Seoul-The dark side of the Universe - p. 29/54

Overview of the NMSSM
In the NMSSM the field structure of the MSSM is modified by the addition of a new
superfield Ŝ, which is a singlet under the SM gauge group:

NMSSM = MSSM + Ŝ
{

2 extra Higgs (CP − even, CP − odd)
1 additional Neutralino

• This leads to the following new terms in the superpotential

W = Yu H2 Q u + Yd H1 Q d + Ye H1 L e − λ S H1 H2 +
1
3

κS3

• and in the Lagrangian

− LHiggs
soft = m2

Hi
H∗

i Hi + m2
S S∗S + (−λAλ SH1 H2 +

1
3

κAκS3 + H.c.)

•When Electroweak Symmetry Breaking occurs the Higgs field takes non-vanishing VEVs:

〈H0
1 〉 = v1 ; 〈H0

2 〉 = v2 ; 〈S〉 = s (=
µ

λ
)

Neutralino in the Next-to-MSSM 

Extensions of the MSSM are well motivated from the theoretical point of view and potentially 
very interesting from the point of view of dark matter.  

EW-‐scale	  
Higgsino-‐mass	  
parameter	  

Interes1ng	  Collider	  &	  DM	  Phenomenology	  
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Neutralino in the Next-to-MSSM 

Linear Superposition of Bino, Wino and Higgsinos with a singlino component	  

Its detection properties depend crucially on its composition	  
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XENON100 (Xe) - 2012 

XENON10  
(Xe) 

CDMS (Si) 

CoGeNT (Ge) 

Neutralino in the Next-to-MSSM 

* without constrains on the Higgs sector 

Predictions more flexible than in the MSSM	  
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CNMSSM 
Roszkowski et al. 1308.3753 

  

Very light neutralinos in 
NMSSM *  

Gunion, Hooper, McElrath 2005 
CoGeNT 2008 

Cao et al. 2012 
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Neutralino in the Next-to-MSSM 

The light WIMP region becomes more populated: an excellent motivation for low-
threshold experiments.  
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Very light neutralinos are also possible	  
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Neutralino-nucleon cross section
We only concentrate on the spin-independent part of the cross-section

Squark-exchange:

formally identical to MSSM; new mixings in qq̃χ̃0
1 coupling

Higgs-exchange:

αh
3i = ∑

3
a=1

1
m2

h0a

Ci
Y Re [Ca

HL ]

Ca
HL = 2{−g (N∗

12 − tan θW N∗
11) (Sa1 N∗

13 − Sa2 N∗
14) +

+
√

2λ [Sa3 N∗
13 N∗

14 + N15
∗ (Sa2 N∗

13 + Sa1 N∗
14)]

}

−2
√

2κSa3 N15
∗N15

∗

C1(2)
Y = −

gmu
2MW sin β

Sa2(1)

Scattering can take 
place through the 
lighter Higgs 	  

Thus avoiding constraints on the invisible 
decay width of HSM. 	  

This is also generic of other two-Higgs 
scenarios for DM	  

H1	  

Very light neutralinos in 
NMSSM *  

Gunion, Hooper, McElrath 2005 
CoGeNT 2008 

Cao et al. 2012 

Annihilation through light 
pseudoscalar 

Kozaczuk, Profumo 1308.5705 
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EW-scale see-saw mechanism implies very small yukawa couplings being therefore of order of the electroweak scale. Then, in order to reproduce the small

masses of the left-handed neutrinos, which are given as

mνL
=

y2
Nv2

2

MN
, (2.8)

the low scale seesaw mechanism implies small Yukawa couplings of O(10−6) or less.

Here, v1,2 = 〈H1,2〉 denote the VEV of the Higgs doublet. To reproduce light neutrino

masses and mixing for neutrino oscillation data we would need to introduce the genera-

tion structure in the right-handed neutrino sector. However, as we will see, these small

neutrino Yukawa couplings are completely irrelevant for dark matter physics. Hence,

for simplicity, we consider one generation case, but one may regard that the considered

sneutrino corresponds to the lightest one among multi-generations.

2.2 Sneutrino masses

The sneutrino mass matrix can be read from the quadratic terms with respect to L̃

and Ñ

V (L̃, Ñ) ⊂ |yNH2Ñ |2 + |2λNSÑ |2 + |− λSH1 + yN L̃Ñ |2

+|− λH1H2 + κS2 + λNÑ2|2 + D − term

+m2
L̃
|L̃|2 + m2

Ñ
|Ñ | +

(
λNAλN

SÑ2 + yNAyN
L̃H2Ñ + H.c.

)
. (2.9)

Decomposing the left-handed sneutrino ν̃L and right-handed sneutrino Ñ as

ν̃L ≡
1√
2
(ν̃L1 + iν̃L2), Ñ ≡

1√
2
(Ñ1 + iÑ2), (2.10)

the sneutrino quadratic term can be written as

1

2
(ν̃L1, Ñ1, ν̃L2, Ñ2)M2

Sneutrino






ν̃L1

Ñ1

ν̃L2

Ñ2






, (2.11)

with

M2
Sneutrino

=






m2
LL̄

m2
LR+m2

LR̄
+c.c

2 0 i
m2

LR−m2
LR̄

−c.c

2
m2

LR+m2
LR̄

+c.c

2 m2
RR̄ + m2

RR + m2∗
RR i

m2
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2 i(m2
RR − m2∗

RR)

0 i
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2

i
m2
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LR̄
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2 i(m2
RR − m2∗

RR)
−m2
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2 m2
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RR − m2∗
RR






.
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where flavour indices are omitted and the dot denotes the SU(2)L antisymmetric prod-

uct. As in the NMSSM, a global Z3 symmetry is imposed for each superfield, so that

there are no supersymmetric mass terms in the superpotential. Note that the term

NNN and SSN are gauge invariant but not consistent with R-parity and thus are not

included. Notice also that N does not have a bare Majorana mass but acquires a mass

through the non-vanishing singlet Higgs VEV, vs.

The supersymmetric scalar potential for squarks, sleptons, Higgses and the right-

handed sneutrino, Ñ , is given as V = VF + VD with

VF = |YuH2ũ + YdH1d̃|2 + |YuH2Q̃|2 + |YdH1Q̃|2 + |YeH1ẽ + yNH2Ñ |2 + |YeH1L̃|2

+|YdQ̃d̃ + yN L̃ẽ − λSH2|2 + |YuQ̃ũ − λSH1 + yN L̃Ñ |2

+|− λH1H2 + κS2 + λNÑ2|2 + |2λNSÑ + yN L̃H2|2, (2.3)

and

VD =
g2
1

2

(
H†

1

−1

2
H1 + H†

2

1

2
H2 + Q̃† 1

6
Q̃ + ũ†−1

3
ũ + d̃†1

3
d̃ + L̃†−1

2
L̃ + ẽ†ẽ

)2

+
g2
2

2

∑

a

(
H†

1

τa

2
H1 + H†

2

τa

2
H2 + Q̃† τ

a

2
Q̃ + L̃† τ

a

2
L̃

)2

. (2.4)

The soft SUSY breaking terms are

−Lscalar mass = m2
Q̃
|Q̃|2 + m2

ũ|ũ|2 + m2
d̃
|d̃|2 + m2

L̃
|L̃|2 + m2

ẽ|ẽ|2

+m2
H1
|H1|2 + m2

H2
|H2|2 + m2

S|S|2 + m2
Ñ
|Ñ |, (2.5)

where the new soft scalar masses mÑ and mS are included, and

−LA−terms =
(
AuYuH2Q̃ũ + AdYdH1Q̃d̃ + AeYeH1L̃ẽ + H.c.

)

+

(
−λAλSH1H2 +

1

3
κAκS

3 + H.c.

)

+
(
λNAλN

SÑ2 + yNAyN
L̃H2Ñ + H.c.

)
, (2.6)

which contains the new trilinear soft terms AλN
and AyN

. The sum of the supersym-

metric and soft SUSY breaking terms give the total scalar potential.

2.1 Neutrino mass

As stated above, in this construction, right-handed neutrino masses are generated by

the non-vanishing VEV of the singlet Higgs as

MN = 2λNvs , (2.7)
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metric and soft SUSY breaking terms give the total scalar potential.

2.1 Neutrino mass

As stated above, in this construction, right-handed neutrino masses are generated by

the non-vanishing VEV of the singlet Higgs as

MN = 2λNvs , (2.7)

5

Since this determines the LR mixing of 
the neutrino/sneutrino sector one is left 
with pure Right and Left fields 

 
The correct relic density can be obtained 

for λN~0.1 (it is a WIMP) and a wide 
range of sneutrino masses 
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The predictions span many orders of 
magnitude.	  

Indirect detection constraints remove 
some areas but have no impact on 
the lower mass of the RH sneutrino	  

The predictions fill up the whole parameter space with mÑ>2 GeV and a 
scattering cross section within the reach of second generation experiments.	  

This is a good motivation for low-threshold detectors.	  

Right-handed sneutrino in the NMSSM 

ÑÑ

q̄q

H0
i

Figure 14: Diagram describing the elastic interaction of sneutrinos with quarks.

completely negligible). The effective Lagrangian describing the four-field interaction

only contains a scalar coupling which reads

Leff ⊃ αqi
ÑÑ q̄iqi (4.25)

with

αqi
≡

3∑

j=1

CH0
i ν̃ν̃Yqi

m2
Ho

j

(4.26)

where CH0
i ν̃ν̃ is defined in Appendix A, Yqi

is the corresponding quark Yukawa coupling

and i labels up-type quarks (i = 1) and down-type quarks (i = 2). Notice that the

effective Lagrangian contains no axial-vector coupling since the sneutrino is a scalar

field, therefore implying a vanishing contribution to the spin-dependent cross section.

The total spin-independent sneutrino-proton scattering cross section yields

σSI
Ñp

=
1

π

m2
p

(mp + mÑ1
)2

f 2
p , (4.27)

where mp is the proton mass and

fp

mp
=

∑

qi=u,d,s

f p
Tqi

αqi

mqi

+
2

27
f p

TG

∑

qi=c,b,t

αqi

mqi

. (4.28)

The quantities f p
Tqi

and f p
TG are the hadronic matrix elements which parametrize the

quark content of the proton. They are subject to considerable uncertainties [66, 67, 68]

which induce a significant correction to the theoretical predictions for σSI
Ñp

. In our

analysis we will consider the most recent values for these quantities, as explained in

[69].

It is obvious from the previous formulae that the sneutrino detection cross section is

extremely dependent on the features of the Higgs sector of the model. In particular, σSI
Ñp

32



WIMPs behave very similarly (not surprisingly)	  

Information on spin-dependent WIMP couplings can prove important to distinguish models 
3

FIG. 1: Theoretical predictions for σSD
p versus σSI

p obtained from a set of random scans in the various supersymmetric (effMSSM
and supergravity-inspired) scenarios (left) and in the UED scenario (right). All the points fulfil existing experimental constraints
and reproduce the correct dark matter relic density. The current and projected sensitivities of the CDMS detector (25 kg stage)
are also represented with solid and dot-dashed lines, respectively, together with the potential reach of COUPP (dashed lines).
The sensitivity of COUPP at 1 ton target mass is based on the goal of matching the lowest alpha-emitter concentrations so far
achieved in neutrino experiments [7] (e.g., KAMLAND [11]).

mq(1) . The resulting spin-dependent and -independent
LKP detection cross section is represented in Fig. 1b),
where (in view of the aforementioned theoretical uncer-
tainties on the B(1) parameters) we took a rather liberal
approach, and let the B(1) mass mB(1) , and the normal-
ized mass difference between the first level KK quarks
and the B(1), Rq(1) ≡ (mB(1) − mq(1))/mB(1) , to vary in-
dependently in the range 300 GeV ≤ mB(1) ≤ 2000 GeV,
and 0.01 ≤ Rq(1) ≤ 0.5. Note that masses mB(1) ! 300
GeV are excluded by electroweak precision data [25, 26].
As one can see, LKP models tend to populate a differ-
ent region of the parameter space with respect to SUSY
scenarios, due to the larger spin-dependent cross-section.

WIMP Discovery and Identification. The discovery of
neutralino DM might take place through either scalar or
axial coupling. In contrast, discovery of LKP DM is for
most, but not all, models expected to occur through ax-
ial coupling. The ability of COUPP to run with a target
such as CF3I, which has optimal SI, SDn, and SDp cou-
plings, is an advantage of this experiment in the race
for first detection. Supposing an experiment succeeds in
directly detecting DM particles, it is interesting to con-
sider how the nature of the DM (e.g. neutralino or LKP)
might be determined. The possibility of running with a
range of detection fluids makes COUPP well-poised to
determine the nature of DM upon successful detection.
As shown in Fig. 2(a), measurement of an event rate in a
single detector does reduce allowed models, but does not
generally place significant constraints on coupling param-
eters or on the nature of detected DM (i.e. neutralino or
LKP). However, as shown in Fig. 2b), subsequent detec-

tion of an event rate on a second target does substantially
reduce the allowed range of coupling parameters, and al-
lows, in most cases, an effective discrimination between
neutralino and LKP DM (it has recently been pointed
out [27] that a combination of direct and indirect detec-
tion techniques might also help distinguishing between
these two candidates). The combination of detector flu-
ids used in Fig. 2 is effective in reducing the allowed range
of σSI

p /σSD
p because massive iodine nuclei have a large SI

coupling, while fluorine nuclei have a large SDp coupling.
It must be noted that fluorine and iodine have very simi-
lar neutron cross sections. Monte Carlo simulations show
that CF3I and C3F8 or C4F10 exhibit essentially the same
response to any residual neutron background, i.e., neu-
trons cannot mimic an observed behavior such as that
described in the discussion of Fig. 2. Other combinations
of targets such as germanium and silicon are more prone
to systematic effects where residual neutron recoils can
mimic the response expected from a WIMP with domi-
nant spin-independent couplings.

Conclusions. As we have shown with Fig. 1, in cer-
tain phenomenological scenarios a detector sensitive ex-
clusively to one mode of interaction may lack sensitivity
to a large fraction of WIMP candidates. The possibility of
operating experiments, such as COUPP, with a range of
detection fluids, makes them ideally suited to determine
the nature of dark matter upon successful detection, i.e.,
to distinguish between LKP and neutralino candidates,
and in the second case, to pinpoint the properties of the
particle in an otherwise vast supersymmetric parameter
space. The arguments presented here for the case study

Kaluza-Klein DM	  Neutralino	  

“Advance in both fronts” (spin-dependent and -independent) to gain discriminating power 

There can be correlations in the “phenomenological parameters”  

Bertone, DGC, Collar, Odom ‘07 
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Determining the full set of parameters provides crucial information	  

mX σSI
p	   σSD

p	   σSD
n	  

Can we determine to which DM model it corresponds?	  

Figure 3: Predictions for σSI
χp vs σSD

χp in MSSMQ(black), MUED (red), LHM (green),
RHNM (pink). b) σSI

χp as a function of the CDM mass, same color code as a) with in
addition the model IDM (black)

direct detection rate. We also insure that the CDM relic density satisfies the WMAP
upper bound and that the charged Higgs is not the CDM.

The SI cross sections are suppressed by the heavy B1 mass, eq. 17, the larger cross
sections are therefore expected for the lighter CDM particles, see fig. 3b. Typically, more
than an order of magnitude improvement in detectors sensitivities is needed to probe
the parameter space of the model and a large fraction of the models, specially those
with a CDM at the TeV scale, will remain inaccessible to the large scale detectors. The
main characteristic of this model is the correlation between SI and SD cross sections,
this is because the heavy KK-quark exchange contributes to both modes. As a result SD
interactions could be accessible in cases where rates are too low for SI interactions. This
is in sharp contrast with the MSSMH.

4.1.4 LHM

The LHM with T-parity contains in addition to heavy gauge bosons, heavy T-odd fermions
as well as a new T-even heavy top quark. We choose as free parameters the Higgs mass,
f , κ and sα. f sets the scale of the heavy gauge bosons and fermions in particular the
heavy photon of mass

MAH
=

g′f√
5

[

1 −
5v2

8f 2

]

(24)

with v the usual vev of the Higgs. κ is an additional parameter that enters the fermion
masses, for example for a heavy down-type quark, Md =

√
2κf . For simplicity we assume

an universal factor κ for all heavy fermions. sα depends on the ratio of the Yukawa
couplings of T-even and T-odd top quarks. [106] This parameter enters the top quark
mass as well as couplings involving standard and heavy top quarks.
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If there is a positive detection the DM parameters can be determined	  

1 Introduction

2 Direct dark matter detection

Let us start by briefly reviewing some basic expressions describing the WIMP rate in

direct dark matter detection [1] (for a recent review see Ref. [2]).

The differential event rate for the elastic scattering of a WIMP with mass mχ off a

nucleus with mass mN is given by

dR

dER
=

ρ0
mN mχ

∫ ∞

vmin

vf(v)
dσWN

dER
(v, ER) dv , (2.1)

where ρ0 is the local WIMP density and f(v) is the WIMP speed distribution in the

detector frame normalized to unity. The integration over WIMP speeds is performed

from the minimum WIMP speed which can induce a recoil of energy ER: vmin =√
(mNER)/(2µ2

N) and a escape velocity vesc, the maximum speed in the Galactic rest

frame for WIMPs which are gravitationally bound to the Milky Way. The total event

rate is then calculated by integrating the differential event rate over all the possible

recoil energies,

R =

∫ ∞

ET

dER
ρ0

mN mχ

∫ ∞

vmin

vf(v)
dσWN

dER
(v, ER) dv . (2.2)

Here ET is the threshold energy, the smallest recoil energy which the detector is capable

of measuring, and is a crucial parameter of the experimental setup.

In general, the WIMP-nucleus cross section can be separated into a spin-independent

(scalar) and a spin-dependent contribution, and the total WIMP-nucleus cross section

is calculated by adding coherently the above spin and scalar components, using nuclear

wave functions. The differential cross section thus reads

dσWN

dER
=

mN

2µ2
Nv

2

(
σSI
0 F 2

SI(ER) + σSD
0 F 2

SD(ER)
)
, (2.3)

where σSI, SD
0 are the spin-independent and -dependent cross sections at zero momen-

tum transfer, and the form factors FSI, SD(ER) account for the coherence loss which

leads to a suppression in the event rate for heavy WIMPs or nucleons in the spin-

independent and -dependent contributions.

[DC: Not sure we should start with this since we do not determine the ex-

pressions of the effective Lagrangian and this is actually only for Fermions.

2

4.1 Energy dependence

The shape of the differential event rate depends on the WIMP and target masses, the WIMP
velocity distribution and the form factor. For the standard halo model the expression for the
differential event rate, eq. 1, can be rewritten approximately (c.f. Ref.[42]) as

dR

dER
≈

(

dR

dER

)

0
F 2(ER) exp

(

−
ER

Ec

)

, (26)

where (dR/dER)0 is the event rate in the E → 0 keV limit. The characteristic energy scale
is given by Ec = (c12µ2

Nv2c )/mN where c1 is a parameter of order unity which depends on
the target nuclei. If the WIMP is much lighter than the target nuclei, mχ $ mN , then
Ec ∝ m2

χ/mN while if the WIMP is much heavier than the target nuclei Ec ∝ mN . The total
recoil rate is directly proportional to the WIMP number density, which varies as 1/mχ.

In fig. 1 we plot the differential event rate for Ge and Xe targets and a range of WIMP
masses. As expected, for a fixed target the differential event rate decreases more rapidly with
increasing recoil energy for light WIMPs. For a fixed WIMP mass the decline of the differen-
tial event rate is steepest for heavy target nuclei. The dependence of the energy spectrum on
the WIMP mass allows the WIMP mass to be estimated from the energies of detected events
(e.g. Ref. [43]). Furthermore the consistency of energy spectra measured by experiments
using different target nuclei would confirm that the events were due to WIMP scattering
(rather than, for instance, neutron backgrounds) [42]. In particular, for spin independent
interactions, the total event rate scales as A2. The is sometimes referred to as the ‘materials
signal’.

The WIMP and target mass dependence of the differential event rate also have some
general consequences for experiments. The dependence of the total event rate on mχ means
that, for fixed cross-section, a larger target mass will be required to detect heavy WIMPs
than lighter WIMPs. For very light WIMPs the rapid decrease of the energy spectrum with
increasing recoil energy means that the event rate above the detector threshold energy, ET ,
may be small. If the WIMP is light, < O(10GeV), a detector with a low, < O( keV),
threshold energy will be required.

The most significant astrophysical uncertainties in the differential event rate come from
the uncertainties in the local WIMP density and circular velocity. As discussed in Sec. 3.1 the
uncertainty in the local DM density translates directly into an uncertainty in constraints on
(or in the future measurements of) the scattering cross-section. The time averaged differential
event rate is found by integrating the WIMP velocity distribution, therefore it is only weakly
sensitive to changes in the shape of the WIMP velocity distribution. For the smooth halo
models discussed in Sec. 3.2 the time averaged differential event rates are fairly similar to
that produced by the standard halo model [44; 45]. Consequently exclusion limits vary only
weakly [45; 46] and there would be a small (of order a few per-cent) systematic uncertainty
in the WIMP mass deduced from a measured energy spectrum [47]. With multiple detectors
it would in principle be possible to measure the WIMP mass without any assumptions about
the WIMP velocity distribution [48].

In the extreme case of the WIMP distribution being composed of a small number of
streams the differential event rate would consists of a series of (sloping due to the form
factor) steps. The positions of the steps would depend on the stream velocities and the
target and WIMP masses, while the relative heights of the steps would depend on the stream
densities.
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Figure 1: The dependence of the spin independent differential event rate on the WIMP mass
and target. The solid and dashed lines are for Ge and Xe respectively and WIMP masses of
(from top to bottom at ER = 0keV) 50, 100 and 200 keV. The scattering cross-section on
the proton is taken to be σSI

p = 10−8 pb.

4.2 Time dependence

The Earth’s orbit about the Sun leads to a time dependence, specifically an annual modula-
tion, in the differential event rate [29; 49]. The Earth’s speed with respect to the Galactic
rest frame is largest in Summer when the component of the Earth’s orbital velocity in the
direction of solar motion is largest. Therefore the number of WIMPs with high (low) speeds
in the detector rest frame is largest (smallest) in Summer. Consequently the differential event
rate has an annual modulation, with a peak in Winter for small recoil energies and in Summer
for larger recoil energies [50]. The energy at which the annual modulation changes phase is
often referred to as the ‘crossing energy’.

Since the Earth’s orbital speed is significantly smaller than the Sun’s circular speed the
amplitude of the modulation is small and, to a first approximation, the differential event rate
can, for the standard halo model, be written approximately as a Taylor series:

dR

dER
≈

¯(

dR

dER

)

[1 +∆(ER) cosα(t)] , (27)

where α(t) = 2π(t − t0)/T , T = 1 year and t0 ∼ 150 days. In fig. 2 we plot the energy

dependence of the amplitude in terms of vmin (recall that vmin ∝ E1/2
R with the constant of

proportionality depending on the WIMP and target nuclei masses). The amplitude of the
modulation is of order 1-10 %.

The Earth’s rotation provides another potential time dependence in the form of a diur-
nal modulation as the Earth acts as a shield in front of the detector [51; 52], however the
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7

Figure 2. The distribution of the maximum likelihood WIMP masses, mχ, and cross-
sections, σp, for exposures of (top row, left to right and then bottom row left to right)
E = 3 × 102, 3 × 103, 3 × 104 and 3 × 105 kg day. For E = 3 × 102 kg day we explicitly
plot the results from all 104 Monte Carlo experiments. For the larger exposures we
plot contours containing 68% and 95% of the probability distribution. In each panel
the large cross denotes the input parameters: mχ = 100 GeV, σp = 10−7 pb.

carried out assuming a Maxwellian speed distribution with vc = 220 km s−1. For each

experiment the extended likelihood is maximized for WIMP parameters which produce

an expected number of events equal to the actual number of events observed in that
experiment: λ(mχ, σp) = Nexpt. This means that, for fixed exposure, the ML parameters

are localized on curves corresponding to fixed Nexpt. For a given experiment the position

of the ML parameters on the curve depends on the energies of the observed events. For

E = 3 × 102 kg day, λin = 7.8, which is sufficiently small that the stratification of ML

parameters is clearly visible and we hence plot the actual pairs of mχ − σp values. For

the larger exposures the mean number of events expected is proportionately larger, the
stratification is no longer visible, the ML values are better localized in the mχ−σp plane

and we instead plot contours containing 68% and 95% of the simulated experiments.

We calculate the continuous probability distribution of mχ and σp by smoothing the ML

values from the 104 Monte Carlo simulations with a double gaussian kernel and summing
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1 Introduction

2 Direct dark matter detection

Let us start by briefly reviewing some basic expressions describing the WIMP rate in

direct dark matter detection [1] (for a recent review see Ref. [2]).

The differential event rate for the elastic scattering of a WIMP with mass mχ off a

nucleus with mass mN is given by

dR

dER
=

ρ0
mN mχ

∫ ∞

vmin

vf(v)
dσWN

dER
(v, ER) dv , (2.1)

where ρ0 is the local WIMP density and f(v) is the WIMP speed distribution in the

detector frame normalized to unity. The integration over WIMP speeds is performed

from the minimum WIMP speed which can induce a recoil of energy ER: vmin =√
(mNER)/(2µ2

N) and a escape velocity vesc, the maximum speed in the Galactic rest

frame for WIMPs which are gravitationally bound to the Milky Way. The total event

rate is then calculated by integrating the differential event rate over all the possible

recoil energies,

R =

∫ ∞

ET

dER
ρ0

mN mχ

∫ ∞

vmin

vf(v)
dσWN

dER
(v, ER) dv . (2.2)

Here ET is the threshold energy, the smallest recoil energy which the detector is capable

of measuring, and is a crucial parameter of the experimental setup.

In general, the WIMP-nucleus cross section can be separated into a spin-independent

(scalar) and a spin-dependent contribution, and the total WIMP-nucleus cross section

is calculated by adding coherently the above spin and scalar components, using nuclear

wave functions. The differential cross section thus reads

dσWN

dER
=

mN

2µ2
Nv

2

(
σSI
0 F 2

SI(ER) + σSD
0 F 2

SD(ER)
)
, (2.3)

where σSI, SD
0 are the spin-independent and -dependent cross sections at zero momen-

tum transfer, and the form factors FSI, SD(ER) account for the coherence loss which

leads to a suppression in the event rate for heavy WIMPs or nucleons in the spin-

independent and -dependent contributions.

[DC: Not sure we should start with this since we do not determine the ex-

pressions of the effective Lagrangian and this is actually only for Fermions.

2

4.1 Energy dependence

The shape of the differential event rate depends on the WIMP and target masses, the WIMP
velocity distribution and the form factor. For the standard halo model the expression for the
differential event rate, eq. 1, can be rewritten approximately (c.f. Ref.[42]) as

dR

dER
≈

(

dR

dER

)

0
F 2(ER) exp

(

−
ER

Ec

)

, (26)

where (dR/dER)0 is the event rate in the E → 0 keV limit. The characteristic energy scale
is given by Ec = (c12µ2

Nv2c )/mN where c1 is a parameter of order unity which depends on
the target nuclei. If the WIMP is much lighter than the target nuclei, mχ $ mN , then
Ec ∝ m2

χ/mN while if the WIMP is much heavier than the target nuclei Ec ∝ mN . The total
recoil rate is directly proportional to the WIMP number density, which varies as 1/mχ.

In fig. 1 we plot the differential event rate for Ge and Xe targets and a range of WIMP
masses. As expected, for a fixed target the differential event rate decreases more rapidly with
increasing recoil energy for light WIMPs. For a fixed WIMP mass the decline of the differen-
tial event rate is steepest for heavy target nuclei. The dependence of the energy spectrum on
the WIMP mass allows the WIMP mass to be estimated from the energies of detected events
(e.g. Ref. [43]). Furthermore the consistency of energy spectra measured by experiments
using different target nuclei would confirm that the events were due to WIMP scattering
(rather than, for instance, neutron backgrounds) [42]. In particular, for spin independent
interactions, the total event rate scales as A2. The is sometimes referred to as the ‘materials
signal’.

The WIMP and target mass dependence of the differential event rate also have some
general consequences for experiments. The dependence of the total event rate on mχ means
that, for fixed cross-section, a larger target mass will be required to detect heavy WIMPs
than lighter WIMPs. For very light WIMPs the rapid decrease of the energy spectrum with
increasing recoil energy means that the event rate above the detector threshold energy, ET ,
may be small. If the WIMP is light, < O(10GeV), a detector with a low, < O( keV),
threshold energy will be required.

The most significant astrophysical uncertainties in the differential event rate come from
the uncertainties in the local WIMP density and circular velocity. As discussed in Sec. 3.1 the
uncertainty in the local DM density translates directly into an uncertainty in constraints on
(or in the future measurements of) the scattering cross-section. The time averaged differential
event rate is found by integrating the WIMP velocity distribution, therefore it is only weakly
sensitive to changes in the shape of the WIMP velocity distribution. For the smooth halo
models discussed in Sec. 3.2 the time averaged differential event rates are fairly similar to
that produced by the standard halo model [44; 45]. Consequently exclusion limits vary only
weakly [45; 46] and there would be a small (of order a few per-cent) systematic uncertainty
in the WIMP mass deduced from a measured energy spectrum [47]. With multiple detectors
it would in principle be possible to measure the WIMP mass without any assumptions about
the WIMP velocity distribution [48].

In the extreme case of the WIMP distribution being composed of a small number of
streams the differential event rate would consists of a series of (sloping due to the form
factor) steps. The positions of the steps would depend on the stream velocities and the
target and WIMP masses, while the relative heights of the steps would depend on the stream
densities.
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Let us start by briefly reviewing some basic expressions describing the WIMP rate in
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0 F 2

SD(ER)
)
, (2.3)

where σSI, SD
0 are the spin-independent and -dependent cross sections at zero momen-

tum transfer, and the form factors FSI, SD(ER) account for the coherence loss which

leads to a suppression in the event rate for heavy WIMPs or nucleons in the spin-

independent and -dependent contributions.

[DC: Not sure we should start with this since we do not determine the ex-

pressions of the effective Lagrangian and this is actually only for Fermions.

2
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Parameter Prior range Prior constraint
log10 (mχ/GeV) (0.1, 3.0) Uniform prior
log10 (σ

p
SI/pb) (−10,−6) Uniform prior

ρ0/(GeV/cm3) (0.001, 0.9) Gaussian: 0.4± 0.1
v0/(km/s) (80, 380) Gaussian: 230± 30
vesc/(km/s) (379, 709) Gaussian: 544± 33
k (0.5, 3.5) Uniform prior

TABLE II: Parameters used in our analysis, with their prior range (middle column) and the prior constraint adopted (rightmost
column). See Section IV and V for further details.

Carlo Markov Chain (MCMC) techniques would be suf-

ficient to explore it. However, MultiNest also computes

the Bayesian evidence (which MCMC methods do not re-

turn), as it is an implementation of the nested sampling

algorithm [52]. In this work, we run MultiNest with 2000

live points, an efficiency parameter of 1.0 and a tolerance

of 0.8 (see [49, 50] for details).

V. VELOCITY DISTRIBUTION AND

GALACTIC MODEL PARAMETERS

We now move onto discussing our modeling of the ve-

locity distribution function and the Galactic model pa-

rameters that are input for Eq. (3). We model only

the smooth component of the velocity distribution –

recent results from numerical simulations indicate that

the velocity distribution component arising from lo-

calised streams and substructures is likely sub-dominant

in the calculation of direct dark matter detection sig-

nals [53, 54].

We model the velocity distribution function as spheri-

cal and isotropic, and parameterise it as [55],

f(w) =

�
1
Nf

�
exp

�
v2
esc−w2

kv2
0

�
− 1

�k
if w ≤ vesc

0 if w > vesc
. (12)

This velocity distribution function was found to be flex-

ible enough to describe the range of dark matter halo

profiles found in cosmological simulations [55]. Boosting

into the rest frame of the Earth implies the transforma-

tion w2
= v2+v2e+2vvecosθ, where θ is the angle between

�v and �ve ∼ �vlsr. The shape parameter that determines

the power law tail of the velocity distribution is k, the
escape velocity is vesc, while v0 is a fit parameter that we

discuss in detail below, and Nf is the appropriate nor-

malisation constant. The special case k = 1 represents

the standard halo model with a truncated Maxwellian

distribution, and the corresponding expressions for Nf

and F have been derived analytically in the literature –

see for instance [18]. Note as well that, for any value

of k, this distribution matches a Maxwellian distribution

for sufficiently small velocities w and if vesc > v0.
The high-velocity tail of the distributions found in nu-

merical simulations of pure dark matter galactic halos are

well modelled by 1.5 < k < 3.5 [55]. In our analysis we

will expand this range to also include models that behave

similar to pure Maxwellian distributions near the tail of

the distribution, so that in our analysis we vary k in the

range

k = 0.5− 3.5 (flat) . (13)

We adopt an uniform (i.e., flat) prior within the above

range for k.
The range we take for the vesc is motivated by the re-

sults of Ref. [56], where a sample of high-velocity stars is

used to derive a median likelihood local escape velocity

of v̄esc = 544 km/s and a 90% confidence level interval

498 km/s < vesc < 608 km/s. Assuming Gaussian errors

this translates into a 1σ uncertainty of 33 km/s. It is im-

portant to note that this constraint on the escape velocity

is derived assuming a range in the power law tail for the

distribution of stars in the local neighbourhood, which

is then related to the power law tail in the dark matter

distribution [56]. Motivated by obtaining conservative

limits on the reconstructed mass and cross-section of the

dark matter, in our modelling we will not include such

correlations between the escape velocity and the power

law index k, so that in the end we take a Gaussian prior

on vesc with mean and standard deviation given by

vesc = 544± 33 km/s (1σ) . (14)

Having specified ranges for vesc and k, it remains to

consider a range for v0 in Eq. (12). As defined in that

equation, the quantity v0 does not directly correspond

to the local circular velocity, vlsr, but rather is primarily

set by vlsr and the dark matter profile. Following a pro-

cedure similar to that discussed in Ref. [55], we find the

range of values v0 compatible with a given a dark matter

halo profile, ρ0 and a range for vlsr. For the above range

in vlsr and the values ρ0 in Eq. (16) below, we find that

the parameter v0 can take values in the range 200− 300

km/s for pure Navarro-Frenk-White (NFW) dark matter

halos with outer density slopes ρ ∝ r−3
. Larger values of

v0 are allowed for steeper outer density slopes, though the

range is found to not expand significantly if we restrict

ourselves to models with outer slopes similar to the NFW

case. With these caveats in mind regarding the mapping

between v0 and vlsr for steeper outer slopes, for simplic-

ity and transparency in our analysis, we will consider a

similar range for v0 as for the local circular velocity, so

we take v0 = vlsr (that holds in the case of the standard

halo model).
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FIG. 1: The joint 68% and 95% posterior probability contours in the mχ − σp
SI plane for the three DM benchmarks

(mχ = 25, 50, 250 GeV) with fixed Galactic model, i.e. fixed astrophysical parameters. In the left frame we show the re-
construction capabilities of Xe, Ge and Ar configurations separately, whereas in the right frame the combined data sets Xe+Ge
and Xe+Ge+Ar are shown.

For the local circular velocity and its uncertainty, a va-

riety of measurements presents a broad range of central

values and uncertainties [57]. To again remain conserva-

tive we use an interval bracketing recent determinations:

v0 = vlsr = 230± 30 km/s (1σ) , (15)

where we take a Gaussian prior with the above mean and

standard deviation. To account for the variation of the

local density of dark matter in our modeling, we will take

a mean value and error given by [58, 59]

ρ0 = 0.4± 0.1 GeV/cm
3

(1σ) , (16)

There are several other recent results that determine ρ0,
both consistent [60] and somewhat discrepant [61] with

our adopted value. Even in light of these uncertainties,

we take Eq. (16) to represent a conservative range for the

purposes of our study.

For completeness Table II summarises the information

on the parameters used in our analysis.

VI. RESULTS

A. Complementarity of targets

We start by assuming the three dark matter bench-

mark models described in Section II (mχ = 25, 50, 250
GeV with σp

SI = 10
−9

pb) and fix the Galactic model

parameters to their fiducial values, ρ0 = 0.4 GeV/cm3
,

v0 = 230 km/s, vesc = 544 km/s, k = 1. With the exper-

imental capabilities outlined in Section III, we generate

mock data that in turn are used to reconstruct the poste-

rior for the DM parameters mχ and σp
SI . The left frame

of Fig. 1 presents the results for the three benchmarks

and for Xe, Ge and Ar separately. Contours in the figure

delimit regions of joint 68% and 95% posterior probabil-

ity. Several comments are in order here. First, it is ev-

ident that the Ar configuration is less constraining than

Xe or Ge ones, which can be traced back to its smaller A
and larger Ethr. Moreover, it is also apparent that, while

Ge is the most effective target for the benchmarks with

mχ = 25, 250 GeV, Xe appears the best for a WIMP with

mχ = 50 GeV (see below for a detailed discussion). Let

us stress as well that the 250 GeV WIMP proves very

difficult to constrain in terms of mass and cross-section

due to the high-mass degeneracy explained in Section II.

Taking into account the differences in adopted values and

procedures, our results are in qualitative agreement with

Ref. [27], where a study on the supersymmetrical frame-

work was performed. However, it is worth noticing that

the contours in Ref. [27] do not extend to high masses

as ours for the 250 GeV benchmark – this is likely be-

cause the volume at high masses in a supersymmetrical

parameter space is small.

In the right frame of Fig. 1 we show the reconstruction

capabilities attained if one combines Xe and Ge data,

or Xe, Ge and Ar together, again for when the Galac-
tic model parameters are kept fixed. In this case, for

mχ = 25, 50 GeV, the configuration Xe+Ar+Ge allows

the extraction of the correct mass to better than O(10)

GeV accuracy. For reference, the (marginalised) mass

accuracy for different mock data sets is listed in Table

III. For mχ = 250 GeV, it is only possible to obtain a

lower limit on mχ.

Pato, Baudis et al. 2011 

fk(v) ∝ (vesc − v)k. In the limit of vanishing k, Fk(v) can be reduced to SHM. 3

Comparing with numerical simulations, [34]: k = [0.5, 3.5]. Furthermore vesc and

v! are vesc =[478, 610] km s−1 km/s and v! = [170, 290] km s−1 at the 1σ level. In

addition, the local density of WIMPs is in the range ρ! = [0.2, 0.6] GeV cm−3 [DC:

references?]

Nuisance parameter Range Prior distribution

ρWIMP,! [0.2, 0.6] GeV cm−3 normal

vesc [478, 610] km s−1 normal

v! [170, 290] km s−1 normal

k [0.5, 3.5] flat

For the efficiency in the numerical evaluation, we have explicitly calculated fk(v) in

terms of the incomplete beta function, B(a, b; x) which is tabulated well in the most of

the compilers for the argument a, b > 0 and 0 < x < 1. The result is in the appendix.

2.1 Determination of WIMP properties

If a positive signal is obtained in a direct detection experiment, the observed number

of events and (if the experiment provides it) the corresponding recoil energies can

be used to reconstruct the properties of the DM particle. For the present paper we

follow a phenomenological approach where, instead of assuming a particular particle

physics model (e.g. Supersymmetry or Universal Extra-Dimensions), we characterize

the WIMP simply by its massmχ, spin-dependent and spin-dependent interaction cross

sections: σSI , σSD
p and σSD

n
4.

The amplitude of the event rate directly depends on the total cross section with

the nucleons, so that, assuming a particular halo model, the total number of recoil

events can be used to reconstruct this observable. Normally the additional assumption

of σSD
p = σSD

n = 0 is made, since the spin-dependent cross section usually dominates

(for heavy enough targets), and the technique mentioned above is used to reconstruct

directly the value of σSI . We will, however, avoid this assumption and consider the

more general case where this contribution is non-vanishing.

3In some works, k → 1 which results in smooth truncation of Maxwell-Boltzmann distribution in

fact is described as a SHM limit. The disagreement may come from the different definition of SHM

for which we adopted an abruptly truncated Maxwell-Boltzmann distribution as described in the text.
4Note that in the following we will not distinguish between spin-independent coupling to protons

and neutrons and will only consider the total spin-independent cross section.
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FIG. 2: The joint 68% and 95% posterior probability contours in the mχ − σp
SI plane for the case in which astrophysical

uncertainties are taken into account. In the left frame, the effect of marginalising over ρ0, v0 and all four (ρ0, v0, vesc, k)
astrophysical parameters is displayed for a Xe detector and the 50 GeV benchmark WIMP. In the right frame, the combined
data sets Xe+Ge and Xe+Ge+Ar are used for the three DM benchmarks (mχ = 25, 50, 250 GeV).

Percent 1σ accuracy
mχ = 25 GeV mχ = 50 GeV

Xe 6.5% (14.3%) 8.1% (20.4%)
Ge 5.5% (16.0%) 7.0% (29.6%)
Ar 12.3% (23.4%) 14.7% (86.5%)

Xe+Ge 3.9% (10.9%) 5.2% (15.2%)
Xe+Ge+Ar 3.6% (9.0%) 4.5% (10.7%)

TABLE III: Marginalised percent 1σ accuracy of the DM mass reconstruction for the benchmarks mχ = 25, 50 GeV. Figures
between brackets refer to scans where the astrophysical parameters were marginalised over (with priors as in Table II), while
the other figures refer to scans with the fiducial astrophysical setup.

Fig. 2 shows the results of a more realistic analysis,
that keeps into account the large uncertainties associated
with Galactic model parameters, as discussed in Section
V. The left frame of Fig. 2 shows the effect of varying
only ρ0 (dashed lines, blue surfaces), only v0 (solid lines,
red surfaces) and all Galactic model parameters (dotted
lines, yellow surfaces) for Xe and mχ = 50 GeV. The
Galactic model uncertainties are dominated by ρ0 and
v0, and, once marginalised over, they blow up the con-
straints obtained with fixed Galactic model parameters.
This amounts to a very significant degradation of mass
(cf. Table III) and scattering cross-section reconstruction.
Inevitably, the complementarity between different targets
is affected – see the right frame of Fig. 2. Still, for the
50 GeV benchmark, combining Xe, Ge and Ar data im-
proves the mass reconstruction accuracy with respect to
the Xe only case, essentially by constraining the high-
mass tail.

In order to be more quantitative in assessing the use-
fulness of different targets and their complementarity, we
use as figure of merit the inverse area enclosed by the
95% marginalised contour in the log10(mχ)− log10(σ

p
SI)

plane inside the prior range. Notice that for the 250

GeV benchmark the degeneracy between mass and cross-
section is not broken – this does not lead to a van-
ishing figure of merit (i.e. infinite area under the con-
tour) because we are restricting ourselves to the prior
range. Fig. 3 displays this figure of merit for several
cases, where we have normalised to the Ar target at
mχ = 250 GeV with fixed Galactic model. Analyses
with fixed Galactic model parameters are represented by
empty bars, while the cases where all Galactic model pa-
rameters are marginalised over with priors as in Table II
are represented by filled bars. Firstly, one can see that all
three targets perform better for WIMP masses around 50
GeV than 25 or 250 GeV if the Galactic model is fixed.
When astrophysical uncertainties are marginalised over,
the constraining power of the experiments becomes very
similar for benchmark WIMP masses of 25 and 50 GeV.
Secondly, Fig. 3 also confirms what was already appar-
ent from Fig. 1: Ge is the best target for mχ = 25, 250
GeV (although by a narrow margin), whereas Xe appears
the most effective for a 50 GeV WIMP (again, by a nar-
row margin). Furthermore, the inclusion of uncertainties
drastically reduces the amount of information one can
extract from the data: the filled bars are systematically

Based on Binney, Tremaine ‘08 
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Uncertainties in the spin-dependent form factors 

[DC: This is another possibility - better? - check Vergados]

(
dσWN

dER

)

SD

=
16G2

FmN

πv2
(J + 1)

J
(ap〈Sp〉+ an〈Sn〉)2

S(ER)

S(0)
, (2.8)

(using d|#q|2 = 2mNdER). The form factor is commonly expressed as a decomposition

into isoscalar, a0 = ap + an, and isovector, a1 = ap − an, couplings

S(q) = a20S00(q) + a0a1S01(q) + a21S11(q) , (2.9)

where the parameters Sij are determined experimentally. [DC: Here goes a brief

comment on the uncertainties or the problems to determine these for some

materials]

For the spin-independent interaction, the nuclear form factor for coherent interac-

tions F 2(q) is a Fourier transform of the nucleon distribution function,

FA(q) =

∫
e−iqxρA(x)d

3x (2.10)

where the label A stands for different nuclei. In this case ρA(x) is normalized such that

FA(0) = 1. We use the Fermi distribution,

ρA(x) =
cnorm

1 + exp[(r −RA)/a]
(2.11)

properly normalized with the previous condition, which gives the Woods-Saxon form

factor. For all nuclei we use

RA = (1.23A1/3 − 0.6) fm (2.12)

for a surface thickness, a = 0.52 fm. [MP: Should we say here that corrections

to this Fermi distribution function, in the inner part, are not important in

the energy range we are working with?]

[DC: Comment on the hadronic uncertainties - Please JHH, MP and

MF take a look at this comment and let me know if you agree] Notice that

uncertainties in the hadronic matrix elements are crucial if we were to determine the

fundamental WIMP-quark couplings in the effective Lagrangian of Eq. (2.4) (since they

can lead to a shift of about an order of magnitude in the predicted σSI
0 [5]). However,

our analysis just aims at determining the ”phenomenological” WIMP parameters and

is therefore not affected by these uncertainties. [JHH: I agree with this paragraph,

and I added Ref. by Ellis about hadronic uncertainty.]

4

[DC: This is another possibility - better? - check Vergados]

(
dσWN

dER

)

SD

=
16G2

FmN

πv2
(J + 1)

J
(ap〈Sp〉+ an〈Sn〉)2

S(ER)

S(0)
, (2.8)

(using d|#q|2 = 2mNdER). The form factor is commonly expressed as a decomposition

into isoscalar, a0 = ap + an, and isovector, a1 = ap − an, couplings

S(q) = a20S00(q) + a0a1S01(q) + a21S11(q) , (2.9)

where the parameters Sij are determined experimentally. [DC: Here goes a brief

comment on the uncertainties or the problems to determine these for some

materials]

For the spin-independent interaction, the nuclear form factor for coherent interac-

tions F 2(q) is a Fourier transform of the nucleon distribution function,

FA(q) =

∫
e−iqxρA(x)d

3x (2.10)

where the label A stands for different nuclei. In this case ρA(x) is normalized such that

FA(0) = 1. We use the Fermi distribution,

ρA(x) =
cnorm

1 + exp[(r −RA)/a]
(2.11)

properly normalized with the previous condition, which gives the Woods-Saxon form

factor. For all nuclei we use

RA = (1.23A1/3 − 0.6) fm (2.12)

for a surface thickness, a = 0.52 fm. [MP: Should we say here that corrections

to this Fermi distribution function, in the inner part, are not important in

the energy range we are working with?]

[DC: Comment on the hadronic uncertainties - Please JHH, MP and

MF take a look at this comment and let me know if you agree] Notice that

uncertainties in the hadronic matrix elements are crucial if we were to determine the

fundamental WIMP-quark couplings in the effective Lagrangian of Eq. (2.4) (since they

can lead to a shift of about an order of magnitude in the predicted σSI
0 [5]). However,

our analysis just aims at determining the ”phenomenological” WIMP parameters and

is therefore not affected by these uncertainties. [JHH: I agree with this paragraph,

and I added Ref. by Ellis about hadronic uncertainty.]

4

[DC: This is another possibility - better? - check Vergados]

(
dσWN

dER

)

SD

=
16G2

FmN

πv2
(J + 1)

J
(ap〈Sp〉+ an〈Sn〉)2

S(ER)

S(0)
, (2.8)

(using d|#q|2 = 2mNdER). The form factor is commonly expressed as a decomposition

into isoscalar, a0 = ap + an, and isovector, a1 = ap − an, couplings

S(q) = a20S00(q) + a0a1S01(q) + a21S11(q) , (2.9)

where the parameters Sij are determined experimentally. [DC: Here goes a brief

comment on the uncertainties or the problems to determine these for some

materials]

For the spin-independent interaction, the nuclear form factor for coherent interac-

tions F 2(q) is a Fourier transform of the nucleon distribution function,

FA(q) =

∫
e−iqxρA(x)d

3x (2.10)

where the label A stands for different nuclei. In this case ρA(x) is normalized such that

FA(0) = 1. We use the Fermi distribution,

ρA(x) =
cnorm

1 + exp[(r −RA)/a]
(2.11)

properly normalized with the previous condition, which gives the Woods-Saxon form

factor. For all nuclei we use

RA = (1.23A1/3 − 0.6) fm (2.12)

for a surface thickness, a = 0.52 fm. [MP: Should we say here that corrections

to this Fermi distribution function, in the inner part, are not important in

the energy range we are working with?]

[DC: Comment on the hadronic uncertainties - Please JHH, MP and

MF take a look at this comment and let me know if you agree] Notice that

uncertainties in the hadronic matrix elements are crucial if we were to determine the

fundamental WIMP-quark couplings in the effective Lagrangian of Eq. (2.4) (since they

can lead to a shift of about an order of magnitude in the predicted σSI
0 [5]). However,

our analysis just aims at determining the ”phenomenological” WIMP parameters and

is therefore not affected by these uncertainties. [JHH: I agree with this paragraph,

and I added Ref. by Ellis about hadronic uncertainty.]

4

3

the recoil energy, and µN = mNmχ/(mN + mχ) is the

reduced mass. The total event rate is calculated by in-

tegrating Eq. (1) over all the possible recoil energies in a

window defined by a threshold energy ET and a maximal

energy Emax, both depending on the experiment1.

In general, the WIMP-nucleus cross-section is sepa-

rated into a SI and a SD contribution, as follows:

dσ

dER
=

mN

2µ2
Nv2

(

σSI,N
0 F 2

SI(ER) + σSD,N
0 F 2

SD(ER)
)

,

(2)

where σSI,N
0 and σSD,N

0 are the SI and SD WIMP-

nucleus cross-sections at zero momentum transfer.

FSI(ER) and FSD(ER) are the SI and SD form factors

that account for the coherence loss which leads to a sup-

pression of the event rate for heavy WIMPs or heavy

nuclei. The differential rate, dR/dER, depends on the

recoil energy ER through the form factors and the mini-

mal velocity vmin(ER).

The total number of recoils, as well as their distribu-

tion in energy, are affected by uncertainties in the nuclear

form factors (both SI and SD) and in the parameters de-

scribing the DM halo (usually referred to as astrophysical

uncertainties). Determining the impact of these is cru-

cial to understand the capability of a DM experiment to

reconstruct the properties of the WIMP.

The role of astrophysical uncertainties has been widely

addressed in the literature. They are known to signifi-

cantly affect the reconstruction of both the mass and

scattering cross-section of the DM [31, 33, 43–46] Since

the subject of our work is to study the effect of nuclear

uncertainties from the form factors, we do not include

astrophysical ones. We therefore consider a fixed model

for the the DM halo, namely the Standard Halo Model

with a escape velocity of vesc = 544 km s−1 , a central

velocity v0 = 230 km s−1 [47–51], and a local dark matter

density ρ0 = 0.4 GeV cm−3 [52–55].

A. Uncertainties in the SI form factors

Regarding SI interactions, the so-called Woods-Saxon

form factor is the Fourier transform of the nucleon dis-

1 In order to take into account the energy resolution of the detec-

tor, the differential rate is convoluted with a Gaussian, whose

standard deviation is a function of the recoil energy, as done in

Ref. [41].

tribution function ρA(x),

FSI(q) =

∫

e−iqxρA(x)d
3x , (3)

where q =
√
2mNER is the momentum transfer. The

Fermi distribution is assumed for the nucleon distribu-

tion,

ρA(x) ∝
1

1 + exp[(r −RA)/a]
, (4)

where RA = (1.23A1/3 − 0.6) fm, A is the nucleon num-

ber and a = 0.5 fm the surface thickness of the nucleus.

Although other parametrizations can be found in the lit-

erature, the Wood-Saxon form factor provides a good de-

scription of the nuclear structure for energies in the range

between 1-100 keV, typical of WIMP scatterings. It has

been shown in Ref. [35] that the differences in the SI form

factors due to small deformations of the nuclei can be

safely neglected. In fact, we have explicitly checked that

this is indeed the case when using realistic nuclear den-

sity profiles obtained from a state-of-the art mean field

calculation. Thus, throughout this paper we consider the

form factor in Eq. (3) with no associated uncertainty.

B. Uncertainties in the SD form factors

On the other hand, the effect of uncertainties in the

SD form factors has not been addressed in the literature.

The SD contribution to the WIMP-nucleus differential

cross-section in Eq. (2) can be expanded as a function

of the WIMP couplings to the matrix elements of the

axial-vector currents in protons (ap) and neutrons (an),
(

dσ

dER

)

SD

=
16G2

FmN

πv2
(J + 1)

J

(ap〈Sp〉+ an〈Sn〉)2 F 2
SD(ER) , (5)

where J is the total spin of the nucleus and 〈Sp〉 (〈Sn〉) is
the proton (neutron) spin averaged over the nucleus. The

SD form factor F 2
SD(ER) = S(ER)/S(0), is commonly

expressed as a decomposition into isoscalar (a0 = ap+an)

and isovector (a1 = ap − an) couplings,

S(q) = a20S00(q) + a0a1S01(q) + a21S11(q), (6)

where q is the momentum transfer. The quantities

S00(q), S11(q) and S01(q) are the spin-dependent struc-

ture functions (SDSFs), and are computed using nu-

clear physics models, whereas the couplings ap and an
(and consequently a0 and a1) are specific of the parti-

cle physics model for DM and are computed from the
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where σSI,N
0 and σSD,N

0 are the SI and SD WIMP-

nucleus cross-sections at zero momentum transfer.

FSI(ER) and FSD(ER) are the SI and SD form factors

that account for the coherence loss which leads to a sup-

pression of the event rate for heavy WIMPs or heavy

nuclei. The differential rate, dR/dER, depends on the

recoil energy ER through the form factors and the mini-

mal velocity vmin(ER).

The total number of recoils, as well as their distribu-

tion in energy, are affected by uncertainties in the nuclear

form factors (both SI and SD) and in the parameters de-

scribing the DM halo (usually referred to as astrophysical

uncertainties). Determining the impact of these is cru-

cial to understand the capability of a DM experiment to

reconstruct the properties of the WIMP.

The role of astrophysical uncertainties has been widely

addressed in the literature. They are known to signifi-

cantly affect the reconstruction of both the mass and

scattering cross-section of the DM [31, 33, 43–46] Since

the subject of our work is to study the effect of nuclear

uncertainties from the form factors, we do not include

astrophysical ones. We therefore consider a fixed model

for the the DM halo, namely the Standard Halo Model

with a escape velocity of vesc = 544 km s−1 , a central

velocity v0 = 230 km s−1 [47–51], and a local dark matter

density ρ0 = 0.4 GeV cm−3 [52–55].
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1 In order to take into account the energy resolution of the detec-

tor, the differential rate is convoluted with a Gaussian, whose

standard deviation is a function of the recoil energy, as done in

Ref. [41].
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FSI(q) =

∫

e−iqxρA(x)d
3x , (3)

where q =
√
2mNER is the momentum transfer. The

Fermi distribution is assumed for the nucleon distribu-
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ρA(x) ∝
1

1 + exp[(r −RA)/a]
, (4)
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Although other parametrizations can be found in the lit-
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scription of the nuclear structure for energies in the range
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safely neglected. In fact, we have explicitly checked that
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Figure 1: Maximum value of u as a function of the number of nucleons for mDM =

100 GeV. The black curve corresponds to vesc = 550 Km/s and the gray one corresponds

to vesc = 700 Km/s.

ER =
uib

−2
i

mi
(2.25)

where bi = A1/6
i fm is the oscillator size parameter for the nucleus i, and mi its mass.

As we mentioned before, it is also convenient to define yi ≡ 2ui. We can also define the

maximum of each of this variables depending on the dark matter mass and the escape

velocity, in the same way that it is possible to define the maximum recoil energy. As

it can be seen in Fig. 1 the dimensionless variable u is in general bigger than 1 except

for light nuclei A < 50 or very light dark matter.

So, we have F sh1
ij (ER) and F sh2

ij (ER). The point now is, is it possible to find a

function which connects both models sh1 and sh2 in a continous way?, and the answer

is yes. As we said the functional form of these Fij functions is a polynomial times a

supressing exponential factor both depending of the u variable. For the moment let’s

assume that umax for sh1 and sh2 is lower than one, then the obvious parametrization

which connects sh1 and sh2 is,

Fij(ER) → Fij(ER) exp(−κER) with κ = [κ1,κ2]. (2.26)

When κ = κ1 we recover sh1 and the same for κ2 and sh2. As an example to this,

in Fig. 2 we plot the form factors for Na23 for ap/an = ±1. We can see that this

exponential parametrization can connect different shell-model calculations with an
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4

diagrams describing the WIMP-nucleon interaction. In

order to continue with a model independent approach we

assume a specific relation between ap and an, and con-

sider the cases2 ap/an = ±1. Under this assumption,

Eq. (5) reduces to

(

dσ

dER

)

SD

=







64G2
FmN

v2(2J+1) a
2
p S00(q) ; ap

an
= 1 ,

64G2
FmN

v2(2J+1) a
2
p S11(q) ; ap

an
= −1 .

(7)

The SDSFs S00(q) and S11(q) can be calculated using

a shell-model (ShM) description of the atomic nucleus,

where the nuclear spin properties are obtained by the

wave functions of a few valence nucleons, those which do

not cancel out the spin of the nucleus in pairs. In par-

ticular, S00(q) and S11(q) are related to the transverse

electric and longitudinal projections of the axial current.

To calculate these quantities in the ShM, the nucleons are

placed in energy levels according to the exclusion princi-

ple, assuming a particular interaction between nucleons

(typically a harmonic oscillator potential) and including

as many excited states as possible, making this kind of

calculation very difficult.

ShM calculations are generally more reliable for heavy

nuclei than for light ones. The same holds for nuclei

close to magic numbers, elements featuring closed shells

being more easily modeled. An example is 19F, that has

9 protons and 10 neutrons, thus only one proton above a

magic number. On the other hand, the nucleus of 73Ge is

much more difficult to model since it has 32 protons and

41 neutrons, the nearest closed shell being the one with

28 nucleons. In this case, deviations of the real nucleus

from the ShM should be expected, as well as differences

in the results when different ShMs are used. In the first

part of the paper we consider the case of germanium, for

which the only natural isotope that contributes to the

SD cross-section is 73Ge.

In the case of 73Ge, various ShM calculations are avail-

able in the literature. We consider two different, com-

monly used parametrizations, from Ressel et al. [37]

and Dimitrov et al. [38], to which we refer as R- and

D-models, respectively. They differ in the methodology

2 This is equivalent to reducing by one the dimensionality of our

parameter space, assuming a relation between σSD, p and σSD,n.

Our analysis can easily be extended to consider the full four-

dimensional parameter space (mχ, σ
SI , σSD,p, σSD,n), but

this renders the discussion more cumbersome. Furthermore, par-

ticle models for DM generally predict |σSD,n| ≈ |σSD,p|.

and in the choice of the nuclear interaction potential, but

both reproduce the value of the magnetic momentum of
73Ge. The SDSFs in both cases can be expressed as a

function of the adimensional quantity u, related to the

momentum transfer as u = (qb)2/2, where b is the oscil-

lator size parameter, b = A1/6.

The SDSFs for the R-and D-models are plotted as a

function of u in Fig. 1 by means of red dashed and solid

red lines, respectively. The left (right) panel refers to the

case ap/an = 1 (ap/an = −1). The vertical, black dashed

lines indicate the values of u that correspond to the

WIMP search window that we use in our analysis, from

a threshold energy of 10 keV, to an energy of 100 keV

(as currently done in CDMS-II). The dotted blue lines

indicate a gaussian approximation (see Eq. (8) below).

Finally, the blue areas represent the regions spanned by

a family of curves, obtained by a parametrization which

interpolates between the R- and D-models that will be

introduced in Sec. V.

The two SDSFs differ in the zero momentum value

(the R-model being larger for the whole energy range of

interest for direct detection), and also in the shape at

large energies. They both start as decreasing power-laws

at low-energy flattening out as u increases. However the

transition happens sooner for the R-model (around u =

0.5) than for the D-model. The slope for the D-model is

also slightly steeper than for the R-model, especially in

S11(q). As we will see in Sec. IV these differences play

an important role when determining the DM parameters.

There are finally some nuclei for which ShM compu-

tations of their form factors are not available. In these

cases an approximation was introduced in Ref. [56] that

works well in the low momentum transfer regime, but

fails towards larger values of q,

Sij(q) = S(0) e−
q2R2

4 , (8)

where R, is an effective radius, measured in fm, which

can be written as,

R = 0.92A1/3 + 2.68− 0.78
√

(A1/3 − 3.8)2 + 0.2 . (9)

III. DETERMINATION OF WIMP

PROPERTIES

We consider a set of benchmark scenarios (BM1, BM2

and BM3) listed in Table I, that define the phenomeno-

logical DM parameters (mχ, σSI , σSD). These bench-

marks are consistent with possible particle physics mod-

Variations in  
 
•  Zero-momentum value 
•  Slope 
•  Plateau	  

Ressel, et al. ‘93 

ShM COMPUTATIONS: 

Dimitrov, et al. ‘94 

Cerdeno, Fornengo, Huh, Peiro 2012 
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FIG. 11. The same as in Fig. 1 but for the case of 129Xe (top row) and 131Xe (bottom row). The solid (dashed) red lines

correspond to the ShM calculation using the Bonn A (Nijmegen II) potential [39]. The solid black line corresponds to the

determination of Ref. [40] and the dotted black lines are the errors associated to it (the errors for S00 are negligible and are not

shown). The dotted blue line indicates the gaussian approximation of Eq. (8). The blue region covers the area spanned by the

family of curves in Eq. (14) with the parameters defined in the text. The vertical black dashed lines indicate the WIMP search

window used in the analysis.

the SDSFs. In particular, for the S11 component in
129Xe we consider N = [0.029, 0.052], α = [4.2, 4.7],

and β = [1.0 × 10−3, 7 × 10−3]. Similarly, in 131Xe the

ranges for S11 are N = [0.017, 0.027], α = [4.3, 5.0], and

β = [4.2× 10−2, 6.1× 10−2]. The various models for the

SDSFs are represented in Fig. 11, together with the en-

velopes for S00 and S11 in both isotopes. We consider

the same exposure as in the previous case (ε = 300 kg

yr) but the energy range of the WIMP detection window

is now taken to be ER = [8.4, 44.8] keV, mimicking that

of the XENON100 experiment.

Uncertainties in the SDSF for xenon have the same

qualitative effect as in germanium. Namely, the predic-

tions for the WIMP mass and the SD component of its

scattering cross-section are affected. The resulting con-

tours for the profile likelihood benchmarks BM1, BM2

and BM3 are displayed in Figs. 12. We can observe that

the effect is similar in magnitude to the case of germa-

nium (despite being a heavier nucleus than germanium,

the isotopic abundance of the elements sensitive to the

SD coupling is larger in xenon). Once more, deviations

are larger for BM2 and BM3 than in BM1.

The inclusion of uncertainties on SDSF through the

parametrization in Eq. (14) is a procedure that can be

applied to other nuclei. In the case of germanium and

xenon, the existence of different SDSF computations al-

lowed us to define the ranges in which the three param-

eters of Eq. (14) are varied.

C. Comparison with astrophysical uncertainties

To put our results in context, we need to compare the

effects of nuclear uncertainties in the SDSF that we just

discussed with those originating from astrophysical un-

Uncertainties in the spin-dependent form factors 
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(using d|#q|2 = 2mNdER). The form factor is commonly expressed as a decomposition

into isoscalar, a0 = ap + an, and isovector, a1 = ap − an, couplings
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For the spin-independent interaction, the nuclear form factor for coherent interac-

tions F 2(q) is a Fourier transform of the nucleon distribution function,

FA(q) =

∫
e−iqxρA(x)d

3x (2.10)

where the label A stands for different nuclei. In this case ρA(x) is normalized such that

FA(0) = 1. We use the Fermi distribution,

ρA(x) =
cnorm

1 + exp[(r −RA)/a]
(2.11)

properly normalized with the previous condition, which gives the Woods-Saxon form

factor. For all nuclei we use

RA = (1.23A1/3 − 0.6) fm (2.12)

for a surface thickness, a = 0.52 fm. [MP: Should we say here that corrections

to this Fermi distribution function, in the inner part, are not important in

the energy range we are working with?]

[DC: Comment on the hadronic uncertainties - Please JHH, MP and

MF take a look at this comment and let me know if you agree] Notice that

uncertainties in the hadronic matrix elements are crucial if we were to determine the

fundamental WIMP-quark couplings in the effective Lagrangian of Eq. (2.4) (since they

can lead to a shift of about an order of magnitude in the predicted σSI
0 [5]). However,

our analysis just aims at determining the ”phenomenological” WIMP parameters and

is therefore not affected by these uncertainties. [JHH: I agree with this paragraph,

and I added Ref. by Ellis about hadronic uncertainty.]
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the recoil energy, and µN = mNmχ/(mN + mχ) is the

reduced mass. The total event rate is calculated by in-

tegrating Eq. (1) over all the possible recoil energies in a

window defined by a threshold energy ET and a maximal

energy Emax, both depending on the experiment1.

In general, the WIMP-nucleus cross-section is sepa-

rated into a SI and a SD contribution, as follows:

dσ

dER
=

mN

2µ2
Nv2

(

σSI,N
0 F 2

SI(ER) + σSD,N
0 F 2

SD(ER)
)

,

(2)

where σSI,N
0 and σSD,N

0 are the SI and SD WIMP-

nucleus cross-sections at zero momentum transfer.

FSI(ER) and FSD(ER) are the SI and SD form factors

that account for the coherence loss which leads to a sup-

pression of the event rate for heavy WIMPs or heavy

nuclei. The differential rate, dR/dER, depends on the

recoil energy ER through the form factors and the mini-

mal velocity vmin(ER).

The total number of recoils, as well as their distribu-

tion in energy, are affected by uncertainties in the nuclear

form factors (both SI and SD) and in the parameters de-

scribing the DM halo (usually referred to as astrophysical

uncertainties). Determining the impact of these is cru-

cial to understand the capability of a DM experiment to

reconstruct the properties of the WIMP.

The role of astrophysical uncertainties has been widely

addressed in the literature. They are known to signifi-

cantly affect the reconstruction of both the mass and

scattering cross-section of the DM [31, 33, 43–46] Since

the subject of our work is to study the effect of nuclear

uncertainties from the form factors, we do not include

astrophysical ones. We therefore consider a fixed model

for the the DM halo, namely the Standard Halo Model

with a escape velocity of vesc = 544 km s−1 , a central

velocity v0 = 230 km s−1 [47–51], and a local dark matter

density ρ0 = 0.4 GeV cm−3 [52–55].

A. Uncertainties in the SI form factors

Regarding SI interactions, the so-called Woods-Saxon

form factor is the Fourier transform of the nucleon dis-

1 In order to take into account the energy resolution of the detec-

tor, the differential rate is convoluted with a Gaussian, whose

standard deviation is a function of the recoil energy, as done in

Ref. [41].

tribution function ρA(x),

FSI(q) =

∫

e−iqxρA(x)d
3x , (3)

where q =
√
2mNER is the momentum transfer. The

Fermi distribution is assumed for the nucleon distribu-

tion,

ρA(x) ∝
1

1 + exp[(r −RA)/a]
, (4)

where RA = (1.23A1/3 − 0.6) fm, A is the nucleon num-

ber and a = 0.5 fm the surface thickness of the nucleus.

Although other parametrizations can be found in the lit-

erature, the Wood-Saxon form factor provides a good de-

scription of the nuclear structure for energies in the range

between 1-100 keV, typical of WIMP scatterings. It has

been shown in Ref. [35] that the differences in the SI form

factors due to small deformations of the nuclei can be

safely neglected. In fact, we have explicitly checked that

this is indeed the case when using realistic nuclear den-

sity profiles obtained from a state-of-the art mean field

calculation. Thus, throughout this paper we consider the

form factor in Eq. (3) with no associated uncertainty.

B. Uncertainties in the SD form factors

On the other hand, the effect of uncertainties in the

SD form factors has not been addressed in the literature.

The SD contribution to the WIMP-nucleus differential

cross-section in Eq. (2) can be expanded as a function

of the WIMP couplings to the matrix elements of the

axial-vector currents in protons (ap) and neutrons (an),
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(ap〈Sp〉+ an〈Sn〉)2 F 2
SD(ER) , (5)

where J is the total spin of the nucleus and 〈Sp〉 (〈Sn〉) is
the proton (neutron) spin averaged over the nucleus. The

SD form factor F 2
SD(ER) = S(ER)/S(0), is commonly

expressed as a decomposition into isoscalar (a0 = ap+an)

and isovector (a1 = ap − an) couplings,

S(q) = a20S00(q) + a0a1S01(q) + a21S11(q), (6)

where q is the momentum transfer. The quantities

S00(q), S11(q) and S01(q) are the spin-dependent struc-

ture functions (SDSFs), and are computed using nu-

clear physics models, whereas the couplings ap and an
(and consequently a0 and a1) are specific of the parti-

cle physics model for DM and are computed from the
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pression of the event rate for heavy WIMPs or heavy

nuclei. The differential rate, dR/dER, depends on the

recoil energy ER through the form factors and the mini-

mal velocity vmin(ER).

The total number of recoils, as well as their distribu-

tion in energy, are affected by uncertainties in the nuclear

form factors (both SI and SD) and in the parameters de-

scribing the DM halo (usually referred to as astrophysical

uncertainties). Determining the impact of these is cru-

cial to understand the capability of a DM experiment to

reconstruct the properties of the WIMP.

The role of astrophysical uncertainties has been widely

addressed in the literature. They are known to signifi-

cantly affect the reconstruction of both the mass and

scattering cross-section of the DM [31, 33, 43–46] Since

the subject of our work is to study the effect of nuclear

uncertainties from the form factors, we do not include

astrophysical ones. We therefore consider a fixed model

for the the DM halo, namely the Standard Halo Model

with a escape velocity of vesc = 544 km s−1 , a central

velocity v0 = 230 km s−1 [47–51], and a local dark matter

density ρ0 = 0.4 GeV cm−3 [52–55].

A. Uncertainties in the SI form factors

Regarding SI interactions, the so-called Woods-Saxon

form factor is the Fourier transform of the nucleon dis-

1 In order to take into account the energy resolution of the detec-

tor, the differential rate is convoluted with a Gaussian, whose

standard deviation is a function of the recoil energy, as done in

Ref. [41].

tribution function ρA(x),

FSI(q) =

∫

e−iqxρA(x)d
3x , (3)

where q =
√
2mNER is the momentum transfer. The

Fermi distribution is assumed for the nucleon distribu-

tion,

ρA(x) ∝
1

1 + exp[(r −RA)/a]
, (4)

where RA = (1.23A1/3 − 0.6) fm, A is the nucleon num-

ber and a = 0.5 fm the surface thickness of the nucleus.

Although other parametrizations can be found in the lit-

erature, the Wood-Saxon form factor provides a good de-

scription of the nuclear structure for energies in the range

between 1-100 keV, typical of WIMP scatterings. It has

been shown in Ref. [35] that the differences in the SI form

factors due to small deformations of the nuclei can be

safely neglected. In fact, we have explicitly checked that

this is indeed the case when using realistic nuclear den-

sity profiles obtained from a state-of-the art mean field

calculation. Thus, throughout this paper we consider the

form factor in Eq. (3) with no associated uncertainty.

B. Uncertainties in the SD form factors

On the other hand, the effect of uncertainties in the

SD form factors has not been addressed in the literature.

The SD contribution to the WIMP-nucleus differential

cross-section in Eq. (2) can be expanded as a function

of the WIMP couplings to the matrix elements of the

axial-vector currents in protons (ap) and neutrons (an),
(

dσ

dER

)

SD

=
16G2

FmN

πv2
(J + 1)

J

(ap〈Sp〉+ an〈Sn〉)2 F 2
SD(ER) , (5)

where J is the total spin of the nucleus and 〈Sp〉 (〈Sn〉) is
the proton (neutron) spin averaged over the nucleus. The

SD form factor F 2
SD(ER) = S(ER)/S(0), is commonly

expressed as a decomposition into isoscalar (a0 = ap+an)

and isovector (a1 = ap − an) couplings,

S(q) = a20S00(q) + a0a1S01(q) + a21S11(q), (6)

where q is the momentum transfer. The quantities

S00(q), S11(q) and S01(q) are the spin-dependent struc-

ture functions (SDSFs), and are computed using nu-

clear physics models, whereas the couplings ap and an
(and consequently a0 and a1) are specific of the parti-

cle physics model for DM and are computed from the
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FIG. 11. The same as in Fig. 1 but for the case of 129Xe (top row) and 131Xe (bottom row). The solid (dashed) red lines

correspond to the ShM calculation using the Bonn A (Nijmegen II) potential [39]. The solid black line corresponds to the

determination of Ref. [40] and the dotted black lines are the errors associated to it (the errors for S00 are negligible and are not

shown). The dotted blue line indicates the gaussian approximation of Eq. (8). The blue region covers the area spanned by the

family of curves in Eq. (14) with the parameters defined in the text. The vertical black dashed lines indicate the WIMP search

window used in the analysis.

the SDSFs. In particular, for the S11 component in
129Xe we consider N = [0.029, 0.052], α = [4.2, 4.7],

and β = [1.0 × 10−3, 7 × 10−3]. Similarly, in 131Xe the

ranges for S11 are N = [0.017, 0.027], α = [4.3, 5.0], and

β = [4.2× 10−2, 6.1× 10−2]. The various models for the

SDSFs are represented in Fig. 11, together with the en-

velopes for S00 and S11 in both isotopes. We consider

the same exposure as in the previous case (ε = 300 kg

yr) but the energy range of the WIMP detection window

is now taken to be ER = [8.4, 44.8] keV, mimicking that

of the XENON100 experiment.

Uncertainties in the SDSF for xenon have the same

qualitative effect as in germanium. Namely, the predic-

tions for the WIMP mass and the SD component of its

scattering cross-section are affected. The resulting con-

tours for the profile likelihood benchmarks BM1, BM2

and BM3 are displayed in Figs. 12. We can observe that

the effect is similar in magnitude to the case of germa-

nium (despite being a heavier nucleus than germanium,

the isotopic abundance of the elements sensitive to the

SD coupling is larger in xenon). Once more, deviations

are larger for BM2 and BM3 than in BM1.

The inclusion of uncertainties on SDSF through the

parametrization in Eq. (14) is a procedure that can be

applied to other nuclei. In the case of germanium and

xenon, the existence of different SDSF computations al-

lowed us to define the ranges in which the three param-

eters of Eq. (14) are varied.

C. Comparison with astrophysical uncertainties

To put our results in context, we need to compare the

effects of nuclear uncertainties in the SDSF that we just

discussed with those originating from astrophysical un-

Ressel, Dean ‘97 

Menéndez, Gazit, Schwenk ‘12 

Bonn A / Nijmegen II 

gcn5020 interaction 

ShM COMPUTATIONS: 

Variations in  
 
•  Zero-momentum value 
•  Slope 
•  Plateau	  

Cerdeno, Fornengo, Huh, Peiro 2012 
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2.1 Determination of WIMP properties

Upon a positive dark matter detection the ”phenomenological” WIMP properties, i.e.,

its mass and spin-dependent and -independent
1
couplings to nuclei,

�
m, σSI , σSD

p , σSD
n

�
(2.21)

can be reconstructed.

First, knowing the total WIMP rate in Eq. (2.2), and for a given choice of parameters

for the dark matter halo, the WIMP-nucleus elastic scattering cross section can be

determined with a certain precision (depending on the WIMP mass). Furthermore, the

dependence of the recoil energy spectrum (2.1) on the WIMP mass allows the WIMP

mass to be estimated from the energies of detected events. Normally this strategy is

applied to the determination of the WIMP mass and the spin-independent coupling

(e.g. Ref. [6]), since the latter usually dominates over spin-dependent contributions (for

heavy enough targets). However, in general both the spin-dependent and -independent

contribute to the detection rate and with only one target only the total WIMP-Nucleus

scattering cross section (2.3) can be determined. [DC: This is the idea but it

sounds a bit confusing...]

[DC: Comment on Green’s results? - when is the determination of the

mass good, etc Do not forget here the papers by Drees + collaborators.]

[DC: Comment here about uncertainties? - astro uncertainties?] [DC:

Note about the background - Mattia - Zaragoza group?]

[DC: Ji-Haeng, please include here the relevant formulae] [JHH: Though

redundant, this formula may clarify our basic idea] Combining Eq. (2.2) with

Eq. (2.3), we can see the degeneracy in the spin-dependent and -independent cross

section as follows

R = CSI(target,mN) σ
SI

0 + CSD(target,mN)

�
2Sp

�
σSD
p 0

+ 2Sn

�
σSD
n 0

�2

, (2.22)

where CSI/SD(target,mN) ≡
�
dER

�
dv(ρ0f(v)/2µ2

Nmχv)F 2
SI/SD.

R1 = A1σ
SI
0 +

�
Bp

1

�
σSD,p
0 +Bn

1

�
σSD,n
0

�2

, (2.23)

1Notice that in the following we will not distinguish between spin-independent coupling to protons

and neutrons and will only consider the total spin-independent cross section.

6

There are degeneracies in reconstructing the phenomenological parameters.  

The same detected rate can be due to different combinations of SI-SD interactions 

Here ET is the threshold energy, the smallest recoil energy which the detector is capable

of measuring, and is a crucial parameter of the experimental setup.

In general, the WIMP-nucleus cross section can be separated into a spin-independent

(scalar) and a spin-dependent contribution, and the total WIMP-nucleus cross section

is calculated by adding coherently the above spin and scalar components, using nuclear

wave functions. The differential cross section thus reads

dσWN

dER
=

mN

2µ2
Nv

2

(

σSI
0 F 2

SI(ER) + σSD
0 F 2

SD(ER)
)

, (2.3)

where σSI, SD
0 are the spin-independent and -dependent cross sections at zero momen-

tum transfer, and the form factors FSI, SD(ER) account for the coherence loss which

leads to a suppression in the event rate for heavy WIMPs or nucleons in the spin-

independent and -dependent contributions.

[DC: Not sure we should start with this since we do not determine the ex-

pressions of the effective Lagrangian and this is actually only for Fermions.

For spin 1 is different.]The explicit expressions for the scattering cross section de-

pend on the specific particle physics model. The WIMP-nucleon interactions can be

described by means of an effective Lagrangian,

L ⊃ αS
q χ̄χq̄q + αV

q χ̄γµχq̄γ
µq + αA

q (χ̄γ
µγ5χ)(q̄γµγ5q) . (2.4)

The scalar (S) and vector (V) couplings contribute to the spin-independent part of

the cross section, while the coupling to the quark axial current (A) contributes to the

spin-dependent one.

Regarding the spin-dependent contribution it is customary to define the WIMP

couplings to proton and neutrons as

ap =
∑

q=u,d,s

αA
q√

2GF

∆p
q ; an =

∑

q=u,d,s

αA
q√

2GF

∆n
q , (2.5)

and

Λ =
1

J
[ap〈Sp〉+ an〈Sn〉] . (2.6)

The resulting differential cross section can then be expressed (in the case of a fermionic

WIMP [DC: Is it not possible to use a parametrization which is independent

of fermions-bosons? The kinematical pre-factor is different but as long as

we do not relate it to fundamental parameters...]) as
(

dσWN

dER

)

SD

=
16mN

πv2
Λ2G2

FJ(J + 1)
S(ER)

S(0)
, (2.7)

3

Integrating in energies and velocities 

	  
	  
	  

	  
	  
	  

	  
	  
	  

Target-dependent	  

Nuclear form factors	  

A single experiment cannot determine the three WIMP couplings (the shape of the 
differential rate allows a determination of the WIMP mass) 

1 Introduction

2 Direct dark matter detection

Let us start by briefly reviewing some basic expressions describing the WIMP rate in

direct dark matter detection [1] (for a recent review see Ref. [2]).

The differential event rate for the elastic scattering of a WIMP with mass mχ off a

nucleus with mass mN is given by

dR

dER
=

ρ0
mN mχ

∫ ∞

vmin

vf(v)
dσWN

dER
(v, ER) dv , (2.1)

where ρ0 is the local WIMP density and f(v) is the WIMP speed distribution in the

detector frame normalized to unity. The integration over WIMP speeds is performed

from the minimum WIMP speed which can induce a recoil of energy ER: vmin =√
(mNER)/(2µ2

N) and a escape velocity vesc, the maximum speed in the Galactic rest

frame for WIMPs which are gravitationally bound to the Milky Way. The total event

rate is then calculated by integrating the differential event rate over all the possible

recoil energies,

R =

∫ ∞

ET

dER
ρ0

mN mχ

∫ ∞

vmin

vf(v)
dσWN

dER
(v, ER) dv . (2.2)

Here ET is the threshold energy, the smallest recoil energy which the detector is capable

of measuring, and is a crucial parameter of the experimental setup.

In general, the WIMP-nucleus cross section can be separated into a spin-independent

(scalar) and a spin-dependent contribution, and the total WIMP-nucleus cross section

is calculated by adding coherently the above spin and scalar components, using nuclear

wave functions. The differential cross section thus reads

dσWN

dER
=

mN

2µ2
Nv

2

(
σSI
0 F 2

SI(ER) + σSD
0 F 2

SD(ER)
)
, (2.3)

where σSI, SD
0 are the spin-independent and -dependent cross sections at zero momen-

tum transfer, and the form factors FSI, SD(ER) account for the coherence loss which

leads to a suppression in the event rate for heavy WIMPs or nucleons in the spin-

independent and -dependent contributions.

[DC: Not sure we should start with this since we do not determine the ex-

pressions of the effective Lagrangian and this is actually only for Fermions.

2
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2.1 Determination of WIMP properties

Upon a positive dark matter detection the ”phenomenological” WIMP properties, i.e.,

its mass and spin-dependent and -independent
1
couplings to nuclei,

�
m, σSI , σSD

p , σSD
n

�
(2.21)

can be reconstructed.

First, knowing the total WIMP rate in Eq. (2.2), and for a given choice of parameters

for the dark matter halo, the WIMP-nucleus elastic scattering cross section can be

determined with a certain precision (depending on the WIMP mass). Furthermore, the

dependence of the recoil energy spectrum (2.1) on the WIMP mass allows the WIMP

mass to be estimated from the energies of detected events. Normally this strategy is

applied to the determination of the WIMP mass and the spin-independent coupling

(e.g. Ref. [6]), since the latter usually dominates over spin-dependent contributions (for

heavy enough targets). However, in general both the spin-dependent and -independent

contribute to the detection rate and with only one target only the total WIMP-Nucleus

scattering cross section (2.3) can be determined. [DC: This is the idea but it

sounds a bit confusing...]

[DC: Comment on Green’s results? - when is the determination of the

mass good, etc Do not forget here the papers by Drees + collaborators.]

[DC: Comment here about uncertainties? - astro uncertainties?] [DC:

Note about the background - Mattia - Zaragoza group?]

[DC: Ji-Haeng, please include here the relevant formulae] [JHH: Though

redundant, this formula may clarify our basic idea] Combining Eq. (2.2) with

Eq. (2.3), we can see the degeneracy in the spin-dependent and -independent cross

section as follows

R = CSI(target,mN) σ
SI

0 + CSD(target,mN)

�
2Sp

�
σSD
p 0

+ 2Sn

�
σSD
n 0

�2

, (2.22)

where CSI/SD(target,mN) ≡
�
dER

�
dv(ρ0f(v)/2µ2

Nmχv)F 2
SI/SD.

R1 = A1σ
SI
0 +

�
Bp

1

�
σSD,p
0 +Bn

1

�
σSD,n
0

�2

, (2.23)

1Notice that in the following we will not distinguish between spin-independent coupling to protons

and neutrons and will only consider the total spin-independent cross section.

6
Determination of both SD and SI cross section 
	  

The same rate can be explained by a 
candidate with 

Mostly spin-dependent interactions 

Mostly spin-independent interactions 

NB: in fact we should take into account SD-
interactions with protons and neutrons 
separately (i.e. 3D plots) – not in this talk. 
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R1 
(Assuming a perfect 
measurement of the 
WIMP mass) 
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2.1 Determination of WIMP properties

Upon a positive dark matter detection the ”phenomenological” WIMP properties, i.e.,

its mass and spin-dependent and -independent
1
couplings to nuclei,

�
m, σSI , σSD

p , σSD
n

�
(2.21)

can be reconstructed.

First, knowing the total WIMP rate in Eq. (2.2), and for a given choice of parameters

for the dark matter halo, the WIMP-nucleus elastic scattering cross section can be

determined with a certain precision (depending on the WIMP mass). Furthermore, the

dependence of the recoil energy spectrum (2.1) on the WIMP mass allows the WIMP

mass to be estimated from the energies of detected events. Normally this strategy is

applied to the determination of the WIMP mass and the spin-independent coupling

(e.g. Ref. [6]), since the latter usually dominates over spin-dependent contributions (for

heavy enough targets). However, in general both the spin-dependent and -independent

contribute to the detection rate and with only one target only the total WIMP-Nucleus

scattering cross section (2.3) can be determined. [DC: This is the idea but it

sounds a bit confusing...]

[DC: Comment on Green’s results? - when is the determination of the

mass good, etc Do not forget here the papers by Drees + collaborators.]

[DC: Comment here about uncertainties? - astro uncertainties?] [DC:

Note about the background - Mattia - Zaragoza group?]

[DC: Ji-Haeng, please include here the relevant formulae] [JHH: Though

redundant, this formula may clarify our basic idea] Combining Eq. (2.2) with

Eq. (2.3), we can see the degeneracy in the spin-dependent and -independent cross

section as follows

R = CSI(target,mN) σ
SI

0 + CSD(target,mN)

�
2Sp

�
σSD
p 0

+ 2Sn

�
σSD
n 0

�2

, (2.22)

where CSI/SD(target,mN) ≡
�
dER

�
dv(ρ0f(v)/2µ2

Nmχv)F 2
SI/SD.

R1 = A1σ
SI
0 +

�
Bp

1

�
σSD,p
0 +Bn

1

�
σSD,n
0

�2

, (2.23)

1Notice that in the following we will not distinguish between spin-independent coupling to protons

and neutrons and will only consider the total spin-independent cross section.
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•  Large exposure à smaller area 
	  

where CSI/SD(target, mN ) ≡
∫

dER

∫

dv(ρ0f(v)/2µ2
Nmχv)F 2

SI/SD.

R1 = A1σ
SI
0 +

(

Bp
1

√

σSD,p
0 +Bn

1

√

σSD,n
0

)2

, (2.26)

R2 = A2σ
SI
0 +

(

Bp
2

√

σSD,p
0 +Bn

2

√

σSD,n
0

)2

, (2.27)

R3 = A3σ
SI
0 +

(

Bp
3

√

σSD,p
0 +Bn

3

√

σSD,n
0

)2

, (2.28)

2.2 Complementarity of direct dark matter experiments

Even if we discover the first signal of WIMP, a further independent measurement

by other experiment is still crucial for the identification of the dark matter model.

There are various target nuclei being used in different direct detection experiments,

thus having different sensitivities on spin-dependent or spin-independent interaction of

WIMP. Therefore combining analysis from the results of two non-identical experiments

would uncover degeneracy in the interaction strength.

Roughly speaking, relatively heavy nuclei are more sensitive to spin-independent

interaction than spin-dependent one, while nuclei with large spin interacts with WIMP

more through spin-dependent interaction. The difference does not come only from the

choices of the targets. Various schemes and techniques to reject and shield the target

from background are used. By these differences in detail, combining results requires

more careful analysis. Especially the threshold recoil energy Eth which is optimized

cut for a certain experimental setup sensitive in analyzing signals of relatively light

dark matter.

The detection of WIMP dark matter in more than one target would provide...For

example, the consistency of energy spectra measured by experiments using different

target nuclei would confirm that the events were due to WIMP scattering (rather

than, for instance, neutron backgrounds) [7]. [JHH: more explanations..]

[JHH: Greene paper, Drees paper should be here.]

The simultaneous measurement of spin-dependent and spin-independent interaction

have potential ability to discriminate DM model. In [8] it was shown that the use of

two different target can discriminate the lightest supersymmetric particle (LSP) in

7

R1 

R2 

Analytical determination of the parameters 
without uncertainties (ideal) 
	   Cannoni, Gómez, Vergados 2010 

Cannoni 2011 

(Assuming a perfect 
measurement of the 
WIMP mass) 

Bertone, DGC, Collar, Odom 2007 
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2.1 Determination of WIMP properties

Upon a positive dark matter detection the ”phenomenological” WIMP properties, i.e.,

its mass and spin-dependent and -independent
1
couplings to nuclei,

�
m, σSI , σSD

p , σSD
n

�
(2.21)

can be reconstructed.

First, knowing the total WIMP rate in Eq. (2.2), and for a given choice of parameters

for the dark matter halo, the WIMP-nucleus elastic scattering cross section can be

determined with a certain precision (depending on the WIMP mass). Furthermore, the

dependence of the recoil energy spectrum (2.1) on the WIMP mass allows the WIMP

mass to be estimated from the energies of detected events. Normally this strategy is

applied to the determination of the WIMP mass and the spin-independent coupling

(e.g. Ref. [6]), since the latter usually dominates over spin-dependent contributions (for

heavy enough targets). However, in general both the spin-dependent and -independent

contribute to the detection rate and with only one target only the total WIMP-Nucleus

scattering cross section (2.3) can be determined. [DC: This is the idea but it

sounds a bit confusing...]

[DC: Comment on Green’s results? - when is the determination of the

mass good, etc Do not forget here the papers by Drees + collaborators.]

[DC: Comment here about uncertainties? - astro uncertainties?] [DC:

Note about the background - Mattia - Zaragoza group?]

[DC: Ji-Haeng, please include here the relevant formulae] [JHH: Though

redundant, this formula may clarify our basic idea] Combining Eq. (2.2) with

Eq. (2.3), we can see the degeneracy in the spin-dependent and -independent cross

section as follows

R = CSI(target,mN) σ
SI

0 + CSD(target,mN)

�
2Sp

�
σSD
p 0

+ 2Sn

�
σSD
n 0

�2

, (2.22)

where CSI/SD(target,mN) ≡
�
dER

�
dv(ρ0f(v)/2µ2

Nmχv)F 2
SI/SD.

R1 = A1σ
SI
0 +

�
Bp

1

�
σSD,p
0 +Bn

1

�
σSD,n
0

�2

, (2.23)

1Notice that in the following we will not distinguish between spin-independent coupling to protons

and neutrons and will only consider the total spin-independent cross section.
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where CSI/SD(target, mN ) ≡
∫

dER

∫

dv(ρ0f(v)/2µ2
Nmχv)F 2

SI/SD.

R1 = A1σ
SI
0 +

(

Bp
1

√

σSD,p
0 +Bn

1

√

σSD,n
0

)2

, (2.26)

R2 = A2σ
SI
0 +

(

Bp
2

√

σSD,p
0 +Bn

2

√

σSD,n
0

)2

, (2.27)

R3 = A3σ
SI
0 +

(

Bp
3

√

σSD,p
0 +Bn

3

√

σSD,n
0

)2

, (2.28)

2.2 Complementarity of direct dark matter experiments

Even if we discover the first signal of WIMP, a further independent measurement

by other experiment is still crucial for the identification of the dark matter model.

There are various target nuclei being used in different direct detection experiments,

thus having different sensitivities on spin-dependent or spin-independent interaction of

WIMP. Therefore combining analysis from the results of two non-identical experiments

would uncover degeneracy in the interaction strength.

Roughly speaking, relatively heavy nuclei are more sensitive to spin-independent

interaction than spin-dependent one, while nuclei with large spin interacts with WIMP

more through spin-dependent interaction. The difference does not come only from the

choices of the targets. Various schemes and techniques to reject and shield the target

from background are used. By these differences in detail, combining results requires

more careful analysis. Especially the threshold recoil energy Eth which is optimized

cut for a certain experimental setup sensitive in analyzing signals of relatively light

dark matter.

The detection of WIMP dark matter in more than one target would provide...For

example, the consistency of energy spectra measured by experiments using different

target nuclei would confirm that the events were due to WIMP scattering (rather

than, for instance, neutron backgrounds) [7]. [JHH: more explanations..]

[JHH: Greene paper, Drees paper should be here.]

The simultaneous measurement of spin-dependent and spin-independent interaction

have potential ability to discriminate DM model. In [8] it was shown that the use of

two different target can discriminate the lightest supersymmetric particle (LSP) in
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the zero-momentum value. As we already noted in the

previous benchmark point, an effect in the reconstruction

of the WIMP mass can also be appreciated between these

two possibilities. The reconstruction performed with D-

model favours heavier masses (in fact the 68% confidence

level contours of the pdf are open for heavy WIMPs)

than those obtained for R-model, since the D-model for

the SDSF is steeper and this can be compensated with a

larger value of the WIMP mass, which flattens the spec-

trum.

V. PARAMETRIZATION OF UNCERTAINTIES

IN THE SPIN-DEPENDENT STRUCTURE

FUNCTIONS

In the previous section we have shown that the choice

of model for the SDSF has an important effect in the

reconstruction of DM parameters. So far our conclusions

are based on the comparison of the results obtained using

two different computations for the SDSF of 73Ge. In

order to consider these effects in a more systematic way,

in this section we attempt to include uncertainties in the

SDSFs as part of the scan.

To do this, a description of the structure functions has

to be found in terms of a relatively small number of pa-

rameters. We propose the use of the following family of

functions, which reproduces non-trivial features in the

shape of SDSFs,

Sij(u) = N
(

(1 − β)e−αu + β
)

. (14)

The parameter N acts as an overall normalization that

allows us to fit the value at zero-momentum, β controls

the height of a possible tail at large momentum and α

provides the slope of the decreasing part in the the low-

momentum regime6.

A. Germanium detectors

In order to account for uncertainties in the SDSFs we

have determined the maximum and minimum values of

the three parameters N , α and β in Eq. (14) which define

6 We have explicitly checked that although a five-parameters fit is

able to reproduce better some features of the SDSF in certain

nuclei (e.g., 129Xe and 131Xe), this has a negligible impact in

the reconstruction of DM parameters.

an area that contains the calculations of the R- and D-

models. The range considered for S11(q) is the following:

N = [0.12, 0.21], β = [0.020, 0.042], and α = [5.0, 6.0].

For illustrative purposes we display in Fig. 1 the area

(in blue) spanned by the family of curves that can be

obtained by varying the above parameters in the given

ranges. As we see, the R- and D-models correspond ap-

proximately to the extremes of the above intervals.

We repeat the scan for each benchmark extending the

parameter space including N , α and β. The number of

events {λi} of the simulated experimental data are ob-

tained assuming a SDSF with (N = 0.16, β = 0.031, α =

5.5) which is located in the center of the above-mentioned

ranges. Fig. 10 shows the resulting reconstructed con-

tours in the profile likelihood of the DM properties in

the three benchmark models. For comparison, we also

indicate by means of blue lines the contours of the recon-

structed DM parameters when nuclear uncertainties are

not included and where the values of N , α, and β are

fixed to their central values.

We observe that in the case of BM1 the differences

with respect to the case with no uncertainties are very

small. One can only observe a slight widening in the de-

termination of σSD when uncertainties in the SDSF are

included, but otherwise the reconstructed regions in the

parameter space show very little differences. This oc-

curs because in BM1 the DM candidate interacts mainly

through SI interactions and it is thus fairly independent

of the details of the SD term. Something similar occurs

in the case of BM2, although the widening of the re-

construction of σSD is more evident now. Also the 68%

confidence level curves corresponding to the WIMP mass

extend to slightly larger values (notice that the logarith-

mic scale makes this effect more difficult to observe). Fi-

nally, it is in benchmark BM3 that the largest effects are

found, since the SD contribution is larger. Once more, a

widening in the determination of σSD is observed, which

is now more evident in the 68% confidence level lines.

Also the inclusion of uncertainties in the SDSF enlarge

the contours for large WIMP masses.

B. Xenon detectors

The same procedure can be used for xenon detectors.

Natural xenon contains two isotopes 129Xe (with a 26.4%

isotopic abundance) and 131Xe (21.29%) which are sen-

sitive to the SD component of the WIMP interaction (in

particular to the SD cross-section of the WIMP with neu-

Isotope N α β
7Li
16O
19F
27Al
??Ca
73Ge
129Xe
131Xe
??W

Table 2: Variation ranges of the inputs N , α and β used in the parametrization of the

S11 term of the spin-dependent structure function of to the different target nuclei used

in the text. A flat distribution is used within each range.

N α β
73Ge 0.12− 0.21 0.020− 0.042 5.0− 6.0
129Xe 0.029− 0.052 4.2− 4.7 1.0× 10−3 − 7× 10−3

131Xe 0.017− 0.027 4.3− 5.0 4.2× 10−2 − 6.1× 10−2

20

We introduce a 3-dimensional parametrization 

Reconstruction with a fixed model for the SD form 
factor 
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〈Hu〉

〈Hd〉
(1.24)

σSI
0

= 10−9 pb

σSD
0

= 10−5 pb

mW = 50GeV

ε = 300 kg yr (1.25)

σSI
0
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σSD
0
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mW = 100GeV

ε = 300 kg yr (1.26)

σSI
0
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0 = 10−3 pb

mW = 100GeV

ε = 300 kg yr (1.27)
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the zero-momentum value. As we already noted in the

previous benchmark point, an effect in the reconstruction

of the WIMP mass can also be appreciated between these

two possibilities. The reconstruction performed with D-

model favours heavier masses (in fact the 68% confidence

level contours of the pdf are open for heavy WIMPs)

than those obtained for R-model, since the D-model for

the SDSF is steeper and this can be compensated with a

larger value of the WIMP mass, which flattens the spec-

trum.

V. PARAMETRIZATION OF UNCERTAINTIES

IN THE SPIN-DEPENDENT STRUCTURE

FUNCTIONS

In the previous section we have shown that the choice

of model for the SDSF has an important effect in the

reconstruction of DM parameters. So far our conclusions

are based on the comparison of the results obtained using

two different computations for the SDSF of 73Ge. In

order to consider these effects in a more systematic way,

in this section we attempt to include uncertainties in the

SDSFs as part of the scan.

To do this, a description of the structure functions has

to be found in terms of a relatively small number of pa-

rameters. We propose the use of the following family of

functions, which reproduces non-trivial features in the

shape of SDSFs,

Sij(u) = N
(

(1 − β)e−αu + β
)

. (14)

The parameter N acts as an overall normalization that

allows us to fit the value at zero-momentum, β controls

the height of a possible tail at large momentum and α

provides the slope of the decreasing part in the the low-

momentum regime6.

A. Germanium detectors

In order to account for uncertainties in the SDSFs we

have determined the maximum and minimum values of

the three parameters N , α and β in Eq. (14) which define

6 We have explicitly checked that although a five-parameters fit is

able to reproduce better some features of the SDSF in certain

nuclei (e.g., 129Xe and 131Xe), this has a negligible impact in

the reconstruction of DM parameters.

an area that contains the calculations of the R- and D-

models. The range considered for S11(q) is the following:

N = [0.12, 0.21], β = [0.020, 0.042], and α = [5.0, 6.0].

For illustrative purposes we display in Fig. 1 the area

(in blue) spanned by the family of curves that can be

obtained by varying the above parameters in the given

ranges. As we see, the R- and D-models correspond ap-

proximately to the extremes of the above intervals.

We repeat the scan for each benchmark extending the

parameter space including N , α and β. The number of

events {λi} of the simulated experimental data are ob-

tained assuming a SDSF with (N = 0.16, β = 0.031, α =

5.5) which is located in the center of the above-mentioned

ranges. Fig. 10 shows the resulting reconstructed con-

tours in the profile likelihood of the DM properties in

the three benchmark models. For comparison, we also

indicate by means of blue lines the contours of the recon-

structed DM parameters when nuclear uncertainties are

not included and where the values of N , α, and β are

fixed to their central values.

We observe that in the case of BM1 the differences

with respect to the case with no uncertainties are very

small. One can only observe a slight widening in the de-

termination of σSD when uncertainties in the SDSF are

included, but otherwise the reconstructed regions in the

parameter space show very little differences. This oc-

curs because in BM1 the DM candidate interacts mainly

through SI interactions and it is thus fairly independent

of the details of the SD term. Something similar occurs

in the case of BM2, although the widening of the re-

construction of σSD is more evident now. Also the 68%

confidence level curves corresponding to the WIMP mass

extend to slightly larger values (notice that the logarith-

mic scale makes this effect more difficult to observe). Fi-

nally, it is in benchmark BM3 that the largest effects are

found, since the SD contribution is larger. Once more, a

widening in the determination of σSD is observed, which

is now more evident in the 68% confidence level lines.

Also the inclusion of uncertainties in the SDSF enlarge

the contours for large WIMP masses.

B. Xenon detectors

The same procedure can be used for xenon detectors.

Natural xenon contains two isotopes 129Xe (with a 26.4%

isotopic abundance) and 131Xe (21.29%) which are sen-

sitive to the SD component of the WIMP interaction (in

particular to the SD cross-section of the WIMP with neu-

Isotope N α β
7Li
16O
19F
27Al
??Ca
73Ge
129Xe
131Xe
??W

Table 2: Variation ranges of the inputs N , α and β used in the parametrization of the

S11 term of the spin-dependent structure function of to the different target nuclei used

in the text. A flat distribution is used within each range.

N α β
73Ge 0.12− 0.21 0.020− 0.042 5.0− 6.0
129Xe 0.029− 0.052 4.2− 4.7 1.0× 10−3 − 7× 10−3

131Xe 0.017− 0.027 4.3− 5.0 4.2× 10−2 − 6.1× 10−2

20

We introduce a 3-dimensional parametrization 

Effects are only important when the SD 
contribution is sizable 

BLACK = Reconstruction with uncertainties in the 
SD form factor 

BLUE = Astrophysical uncertainties 
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ε = 300 kg yr (1.25)
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mW = 100GeV

ε = 300 kg yr (1.27)
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the zero-momentum value. As we already noted in the

previous benchmark point, an effect in the reconstruction

of the WIMP mass can also be appreciated between these

two possibilities. The reconstruction performed with D-

model favours heavier masses (in fact the 68% confidence

level contours of the pdf are open for heavy WIMPs)

than those obtained for R-model, since the D-model for

the SDSF is steeper and this can be compensated with a

larger value of the WIMP mass, which flattens the spec-

trum.

V. PARAMETRIZATION OF UNCERTAINTIES

IN THE SPIN-DEPENDENT STRUCTURE

FUNCTIONS

In the previous section we have shown that the choice

of model for the SDSF has an important effect in the

reconstruction of DM parameters. So far our conclusions

are based on the comparison of the results obtained using

two different computations for the SDSF of 73Ge. In

order to consider these effects in a more systematic way,

in this section we attempt to include uncertainties in the

SDSFs as part of the scan.

To do this, a description of the structure functions has

to be found in terms of a relatively small number of pa-

rameters. We propose the use of the following family of

functions, which reproduces non-trivial features in the

shape of SDSFs,

Sij(u) = N
(

(1 − β)e−αu + β
)

. (14)

The parameter N acts as an overall normalization that

allows us to fit the value at zero-momentum, β controls

the height of a possible tail at large momentum and α

provides the slope of the decreasing part in the the low-

momentum regime6.

A. Germanium detectors

In order to account for uncertainties in the SDSFs we

have determined the maximum and minimum values of

the three parameters N , α and β in Eq. (14) which define

6 We have explicitly checked that although a five-parameters fit is

able to reproduce better some features of the SDSF in certain

nuclei (e.g., 129Xe and 131Xe), this has a negligible impact in

the reconstruction of DM parameters.

an area that contains the calculations of the R- and D-

models. The range considered for S11(q) is the following:

N = [0.12, 0.21], β = [0.020, 0.042], and α = [5.0, 6.0].

For illustrative purposes we display in Fig. 1 the area

(in blue) spanned by the family of curves that can be

obtained by varying the above parameters in the given

ranges. As we see, the R- and D-models correspond ap-

proximately to the extremes of the above intervals.

We repeat the scan for each benchmark extending the

parameter space including N , α and β. The number of

events {λi} of the simulated experimental data are ob-

tained assuming a SDSF with (N = 0.16, β = 0.031, α =

5.5) which is located in the center of the above-mentioned

ranges. Fig. 10 shows the resulting reconstructed con-

tours in the profile likelihood of the DM properties in

the three benchmark models. For comparison, we also

indicate by means of blue lines the contours of the recon-

structed DM parameters when nuclear uncertainties are

not included and where the values of N , α, and β are

fixed to their central values.

We observe that in the case of BM1 the differences

with respect to the case with no uncertainties are very

small. One can only observe a slight widening in the de-

termination of σSD when uncertainties in the SDSF are

included, but otherwise the reconstructed regions in the

parameter space show very little differences. This oc-

curs because in BM1 the DM candidate interacts mainly

through SI interactions and it is thus fairly independent

of the details of the SD term. Something similar occurs

in the case of BM2, although the widening of the re-

construction of σSD is more evident now. Also the 68%

confidence level curves corresponding to the WIMP mass

extend to slightly larger values (notice that the logarith-

mic scale makes this effect more difficult to observe). Fi-

nally, it is in benchmark BM3 that the largest effects are

found, since the SD contribution is larger. Once more, a

widening in the determination of σSD is observed, which

is now more evident in the 68% confidence level lines.

Also the inclusion of uncertainties in the SDSF enlarge

the contours for large WIMP masses.

B. Xenon detectors

The same procedure can be used for xenon detectors.

Natural xenon contains two isotopes 129Xe (with a 26.4%

isotopic abundance) and 131Xe (21.29%) which are sen-

sitive to the SD component of the WIMP interaction (in

particular to the SD cross-section of the WIMP with neu-

Isotope N α β
7Li
16O
19F
27Al
??Ca
73Ge
129Xe
131Xe
??W

Table 2: Variation ranges of the inputs N , α and β used in the parametrization of the

S11 term of the spin-dependent structure function of to the different target nuclei used

in the text. A flat distribution is used within each range.

N α β
73Ge 0.12− 0.21 0.020− 0.042 5.0− 6.0
129Xe 0.029− 0.052 4.2− 4.7 1.0× 10−3 − 7× 10−3

131Xe 0.017− 0.027 4.3− 5.0 4.2× 10−2 − 6.1× 10−2

20

We introduce a 3-dimensional parametrization 

BLACK = Reconstruction with uncertainties in the 
SD form factor 

BLUE = Astrophysical uncertainties 
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FIG. 12. The same as in Fig. 10 but for the case of a xenon detector.

certainties in the parameters of the DM halo. In order

to introduce the latter, we have considered a halo model

motivated by N -body simulations, which differs from the

standard halo model in a high-velocity tail [44, 66–68].

The distribution function is taken from Ref. [45] and it is

characterized by the presence of an additional parameter

k that controls the deviations of F (v) from the standard

halo model,

F (v) = N−1
k v2

[

e−v2/kv2
0 − e−v2

esc/kv
2
0

]k
Θ(vesc − v),

(15)

where Nk = v30e
−y2

e

∫ ye

0 dy y2(e−(y2
−y2

e)/k − 1)k and

ye = vesc/v0. In the limit of vanishing k the stan-

dard halo model is recovered. We then consider that

the three parameters that define the velocity distribu-

tion function vary in the ranges vesc ∈ [478, 610] km s−1,

v0 ∈ [170, 290] km s−1, and k ∈ [0.5, 3.5], and include

Effects are only important when the SD 
contribution is sizable 

Quantitatively similar for XENON or CDMS 
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where CSI/SD(target, mN ) ≡
∫
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2.2 Complementarity of direct dark matter experiments

Even if we discover the first signal of WIMP, a further independent measurement

by other experiment is still crucial for the identification of the dark matter model.

There are various target nuclei being used in different direct detection experiments,

thus having different sensitivities on spin-dependent or spin-independent interaction of

WIMP. Therefore combining analysis from the results of two non-identical experiments

would uncover degeneracy in the interaction strength.

Roughly speaking, relatively heavy nuclei are more sensitive to spin-independent

interaction than spin-dependent one, while nuclei with large spin interacts with WIMP

more through spin-dependent interaction. The difference does not come only from the

choices of the targets. Various schemes and techniques to reject and shield the target

from background are used. By these differences in detail, combining results requires

more careful analysis. Especially the threshold recoil energy Eth which is optimized

cut for a certain experimental setup sensitive in analyzing signals of relatively light

dark matter.

The detection of WIMP dark matter in more than one target would provide...For

example, the consistency of energy spectra measured by experiments using different

target nuclei would confirm that the events were due to WIMP scattering (rather

than, for instance, neutron backgrounds) [7]. [JHH: more explanations..]

[JHH: Greene paper, Drees paper should be here.]

The simultaneous measurement of spin-dependent and spin-independent interaction

have potential ability to discriminate DM model. In [8] it was shown that the use of

two different target can discriminate the lightest supersymmetric particle (LSP) in

7

Ge detector (e.g. SuperCDMS) 

The degeneracy cannot be fully removed unless 
assumptions are made on the WIMP model 
 
(e.g., usually the SD contribution is considered negligible) 
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Detection with two experiments 

Ge detector (e.g. SuperCDMS) 

Xe detector (e.g. Xenon)  
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2.2 Complementarity of direct dark matter experiments

Even if we discover the first signal of WIMP, a further independent measurement

by other experiment is still crucial for the identification of the dark matter model.

There are various target nuclei being used in different direct detection experiments,

thus having different sensitivities on spin-dependent or spin-independent interaction of

WIMP. Therefore combining analysis from the results of two non-identical experiments

would uncover degeneracy in the interaction strength.

Roughly speaking, relatively heavy nuclei are more sensitive to spin-independent

interaction than spin-dependent one, while nuclei with large spin interacts with WIMP

more through spin-dependent interaction. The difference does not come only from the

choices of the targets. Various schemes and techniques to reject and shield the target

from background are used. By these differences in detail, combining results requires

more careful analysis. Especially the threshold recoil energy Eth which is optimized

cut for a certain experimental setup sensitive in analyzing signals of relatively light

dark matter.

The detection of WIMP dark matter in more than one target would provide...For

example, the consistency of energy spectra measured by experiments using different

target nuclei would confirm that the events were due to WIMP scattering (rather

than, for instance, neutron backgrounds) [7]. [JHH: more explanations..]

[JHH: Greene paper, Drees paper should be here.]

The simultaneous measurement of spin-dependent and spin-independent interaction

have potential ability to discriminate DM model. In [8] it was shown that the use of

two different target can discriminate the lightest supersymmetric particle (LSP) in
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Both experiments are mostly sensitive to the spin-
independent component  
 
Degeneracies cannot be completely removed but the 
upper bound on the spin-dependent component is more 
stringent  
 
Better determination of the WIMP mass 

M1, M2, M3 (1.18)
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Hu
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tanβ ≡
〈Hu〉
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(1.24)

σSI
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= 10−9 pb
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= 10−5 pb

mW = 50GeV

ε = 300 kg yr (1.25)
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Ideal for complementarity: targets which have large spin content 
	  

TABLE I: The static spin matrix elements for various nuclei. For 3He see Moulin, Mayet and Santos [41]. For the
other light nuclei the calculations are from DIVARI [29]. For 73Ge and 127I the results presented are from Ressel et

al [30] (*) and the Finish group et al [31] (**). For 207Pb they were obtained by the Ioannina team (+). [40], [32].

3 He 19F 29Si 23Na 73Ge 127I∗ 127I∗∗ 207Pb+

Ω0(0) 1.244 1.616 0.455 0.691 1.075 1.815 1.220 0.552
Ω1(0) -1.527 1.675 -0.461 0.588 -1.003 1.105 1.230 -0.480
Ωp(0) -0.141 1.646 -0.003 0.640 0.036 1.460 1.225 0.036
Ωn(0) 1.386 -0.030 0.459 0.051 1.040 0.355 -0.005 0.516
µth 2.91 -0.50 2.22
µexp 2.62 -0.56 2.22
µth(spin)

µexp
0.91 0.99 0.57

with ap and an are the proton and neutron spin amplitudes, which, of course, depend on the model. In the case of
the LSP [25]

σ0 =
1

2π
(GF mp)

2 = 0.77 × 10−38cm2 = 0.77 × 10−2pb.

In extracting limits on the nucleon cross sections from the data we will find it convenient to write:

Σ̄spin = (
µr

µr(p)
)2σspin

nuc , σspin
nuc =

1

3
|Ωp

√
σp + Ωn

√
σneiδ|2 =

1

3
||Ωp|

√
σp + |Ωn|

√
σnei(δ+δA)|2, (13)

where Ωp(0) and Ωn(0) are the proton and neutron components of the static spin nuclear matrix elements, δA is the
relative phase between them (zero or π) and δ the relative phase between the amplitudes ap and an.
The nuclear spin ME are defined as follows:

Ωp(0) =

√

J + 1

J
≺ J J |σz(p)|J J $ , Ωn(0) =

√

J + 1

J
≺ J J |σz(n)|J J $ (14)

where J is the total angular momentum of the nucleus and σz = 2Sz. The spin operator is defined by Sz(p) =
∑Z

i=1 Sz(i), i.e. a sum over all protons in the nucleus, and Sz(n) =
∑N

i=1 Sz(i), i.e. a sum over all neutrons.
Furthermore

Ω0(0) = Ωp(0) + Ωn(0) , Ω1(0) = Ωp(0) − Ωn(0). (15)

The spin ME can be obtained in the context of a given nuclear model. Some such matrix elements of interest to the
planned experiments are given in table I. The shown results are obtained from DIVARI [29], Ressel et al (*) [30], the
Finish group (**) [31] and the Ioannina team (+) [40], [32].

Before concluding this section we should emphasize that from the spin matrix elements of Table I those associated
with 19F are the most reliable for the following reasons [29]:

• The light s-d nuclei are very well described within the interacting shell model.

• The magnetic moment of the ground state is dominated by the spin (the orbital part is negligible).

• The calculated magnetic moment is quite large and in good agreement with experiment.

To summarize: The proton and neutron spin cross sections can be obtained in a given particle model for the WIMP’s.
As we have seen there is a plethora of such models to motivate the experiments. Some of them may yield as high as
a few tens of events per kg of target per year [12]. But most of them depend on imput parameters that are not well
detemined. So none of them seems to be universally accepted. Thus in the present work, rather than following the
standard procedure of providing constrained parameter spaces, we will treat the proton and neutron cross sections as
parameters to be extracted from the data. This can be done, once the nuclear spin matrix elements are known, for
various values of the phase difference δ. The only particle parameter we will retain is the WIMP mass, which is the
most important, since it enters not only in the elementary cross sections but the kinematics as well.
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From Vergados ‘09 

	  
	  
	  

	  
	  
	  

	  
	  
	  

	  
	  
	  

Ideally one also wants to further discriminate SD-proton and SD-neutron	  

Fluorine? – e.g., used in COUPP	  
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Detection with three experiments 

Ge detector (e.g. SuperCDMS) 

Xe detector (e.g. Xenon)  

+ EURECA (Al2O3) 
300 kg yr 
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Hu
(1.22)

M, m, A, tanβ, sign(µ) (1.23)

tanβ ≡
〈Hu〉

〈Hd〉
(1.24)

σSI
0

= 10−9 pb

σSD
0

= 10−5 pb

mW = 50GeV

ε = 300 kg yr (1.25)

3

Degeneracies can be removed and the phenomenological 
parameters determined 
 
The needed exposure depends on the actual point in the 
parameter space 
 
In progress: testing other possible targets and the whole 
parameter space 
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Figure 6: The same as in Fig. 5 but for the case of BM2.
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Detection with three experiments 

Ge detector (e.g. SuperCDMS) 

Xe detector (e.g. Xenon)  

+ EURECA (LiF) 
300 kg yr 

Degeneracies can be removed and the phenomenological 
parameters determined 
 
The needed exposure depends on the actual point in the 
parameter space 
 
In progress: testing other possible targets and the whole 
parameter space 
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We have scanned the parameter space looking for the regions in which 
each target provides complementarity  

CaWO4 is more sensitive to the SI 
contribution 
 
It provides more information in those 
points in which the scattering in Ge or 
Xe is mostly SD 

300 kg yr of Ge + 300 kg yr of Xe + 300 kg yr of (LiF, Al2O3 or CaWO4)  
mWIMP = 50 GeV 

Al2O3 and LiF are more sensitive to the SD 
contribution 
 
They are ideal in points in which the 
scattering in Ge or Xe is mostly SI (more 
often) 

119	  TAE	  Benasque	  2014	  



Dark matter in colliders 
Current BSM-specific searches help constrain some DM candidates 

Searches for BSM physics  
 
(e.g., SUSY) constrain the 
parameter space and have 
implications on the nature of the 
DM	  

Higgs searches 
 
A determination of the Higgs mass also has 
implications for the DM annihilation and 
detection processes	  
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Figure 1: aSUSY
µ as a function of the common gaugino mass M1/2. The four curves

inside each set associated to a particular value of tan β correspond, from bottom to top,

to MI = 1016,14,12,10 GeV respectively. Continuous lines correspond to regions where

the neutralino is the LSP.

and mν̃ . It turns out that when we lower the scale, the variation of µ is much more

important than the variation of M2 and mν̃ . Although this produces an important de-

crease in xµ (while the increase in xM2
is moderate), the big increase in F compensates

it. In this way, higher values of aSUSY
µ can be obtained.

We recall that low initial scales play a crucial role in increasing the spin-independent

part of the neutralino-nucleon cross sections, mainly due to the decrease of the µ

parameter [24]. In the MSSM with universal scenario at MGUT these cross sections

are strongly suppressed due to the fact that the lightest neutralino is mainly Bino.

By decreasing the value of the µ parameter, the Higgsino components of the lightest

neutralino increase and therefore also the spin-independent part of the cross sections

increases. On the contrary, the sensitivity of aSUSY
µ versus the initial scale is quite

moderate.

We show the results of our analysis in Figs. 1 and 2. They have been obtained

using the general formulae (2-4) discussed in Section 2. These figures correspond to

the µ > 0 case. We have not included the scenarios with opposite values of µ since

they imply negative values for aSUSY
µ and therefore are ruled out by the BNL results.

In Fig. 1 we plot aSUSY
µ versus the common gaugino mass at the initial scale, M1/2,

for a fixed value of m = 150, 250 GeV, and A = 0. Inside each plot there are three

sets of four curves which correspond to tanβ = 5, 10, 30. The four curves inside

each set correspond to MI = 1016,14,12,10 GeV, from bottom to top respectively, and
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Figure 7: Ratio A/mf at the GUT scale as a function of the modular weight ξ for the

case without fluxes (solid line) and when a small flux (ρH = 0.16) is introduced.

e.g. Refs. [55, 56]. In any event, it is remarkable that the allowed region in our model

is well within the range allowed by the 2011 LHC data. In particular, generic points

in the CMSSM space tend to have a lighter Higgs mass tipically of order 115 GeV or

lower. Our particular choice of soft terms plus the constraint of viable neutralino dark

matter force our Higgs mass to be relatively high.

It should be pointed out that the regions of the parameter space with larger values of

the Higgs mass correspond to a heavy spectrum and therefore predict a small supersym-

metric contribution to the muon anomalous magnetic moment, aSUSY
µ . In particular, the

points with mh > 124 GeV predict aSUSY
µ ≈ 3×10−10. These values show some tension

with the observed discrepancy between the experimental value [57] and the Standard

Model predictions using e+e− data, which imply 10.1× 10−10 < aSUSY
µ < 42.1× 10−10

at the 2 σ confidence level [58] where theoretical and expreimental errors are combined

in quadrature (see also Refs. [59, 60], which provide similar results). However, if tau

data is used this discrepancy is smaller 2.9× 10−10 < aSUSY
µ < 36.1× 10−10 [60].

As we said, in the context of the CMSSM obtaining a large Higgs mass and not too

heavy SUSY spectrum requires having A # −2m. This may be considered as a hint

of a scheme with all SM localized in intersecting branes and is in fact independent of

what the possible origin of the µ term is. Indeed, for general (but universal) modular

16
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is well within the range allowed by the 2011 LHC data. In particular, generic points

in the CMSSM space tend to have a lighter Higgs mass tipically of order 115 GeV or

lower. Our particular choice of soft terms plus the constraint of viable neutralino dark

matter force our Higgs mass to be relatively high.

It should be pointed out that the regions of the parameter space with larger values of

the Higgs mass correspond to a heavy spectrum and therefore predict a small supersym-

metric contribution to the muon anomalous magnetic moment, aSUSY
µ . In particular, the

points with mh > 124 GeV predict aSUSY
µ ≈ 3×10−10. These values show some tension

with the observed discrepancy between the experimental value [57] and the Standard

Model predictions using e+e− data, which imply 10.1× 10−10 < aSUSY
µ < 42.1× 10−10

at the 2 σ confidence level [58] where theoretical and expreimental errors are combined

in quadrature (see also Refs. [59, 60], which provide similar results). However, if tau

data is used this discrepancy is smaller 2.9× 10−10 < aSUSY
µ < 36.1× 10−10 [60].

As we said, in the context of the CMSSM obtaining a large Higgs mass and not too

heavy SUSY spectrum requires having A # −2m. This may be considered as a hint

of a scheme with all SM localized in intersecting branes and is in fact independent of

what the possible origin of the µ term is. Indeed, for general (but universal) modular
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Muon anomalous magnetic moment 

The SUSY contribution to the muon (g-2) decreases if the spectrum is heavy	  

NUHM	  CMSSM	  

Buchmuller et al. ‘12 

LHC lower bounds on SUSY masses imply some tension 
for specific models: large tanβ preferred	  

13

Observable ∆χ2 ∆χ2 ∆χ2 ∆χ2

CMSSM (high) CMSSM (low) NUHM1 (high) NUHM1 (low)

Global 33.0 32.8 31.8 31.3

BREXP/SM
b→sγ 1.15 1.19 0.94 0.18

BREXP/SM
B→τν 1.10 1.03 1.04 1.08

aEXP
µ − aSM

µ 9.69 8.48 10.47 7.82

MW [GeV] 0.10 1.50 0.24 1.54

R� 0.95 1.09 1.09 1.12

Afb(b) 8.16 6.64 5.68 6.43

A�(SLD) 2.49 3.51 4.36 3.68

σ0
had 2.58 2.50 2.55 2.50

ATLAS 5/fb jets + /ET 0.09 1.73 0.02 1.18

BR(Bs → µ+µ−) 2.52 1.22 1.59 1.70

XENON100 0.13 0.12 0.14 0.13

Table 2
Summary of the contributions of the most important observables to the global χ2 function at the best-fit
high- and low-mass points in the CMSSM and NUHM1 (those with ∆χ2 > 1) , and of the main updated
observables ATLAS 5/fb jets + /ET , BR(Bs → µ+µ−) and XENON100.

Figure 7. The (tanβ,m1/2) planes in the CMSSM (left panel) and the NUHM1 (right panel) including
the ATLAS 5/fb jets + /ET constraint [12], a combination of the ATLAS [21], CDF [22], CMS [23]
and LHCb [24] constraints on BR(Bs → µ+µ−) [25]. In both cases, we include a measurement of
Mh = 125 ± 1.0 ± 1.5 GeV and the new XENON100 constraint [27]. The results of the current fits are
indicated by solid lines and filled stars, and previous fits based on ∼ 1/fb of LHC data are indicated by
dashed lines and open stars. The blue lines denote 68% CL contours, and the red lines denote 95% CL
contours.
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Figure 1: aSUSY
µ as a function of the common gaugino mass M1/2. The four curves

inside each set associated to a particular value of tan β correspond, from bottom to top,

to MI = 1016,14,12,10 GeV respectively. Continuous lines correspond to regions where

the neutralino is the LSP.

and mν̃ . It turns out that when we lower the scale, the variation of µ is much more

important than the variation of M2 and mν̃ . Although this produces an important de-

crease in xµ (while the increase in xM2
is moderate), the big increase in F compensates

it. In this way, higher values of aSUSY
µ can be obtained.

We recall that low initial scales play a crucial role in increasing the spin-independent

part of the neutralino-nucleon cross sections, mainly due to the decrease of the µ

parameter [24]. In the MSSM with universal scenario at MGUT these cross sections

are strongly suppressed due to the fact that the lightest neutralino is mainly Bino.

By decreasing the value of the µ parameter, the Higgsino components of the lightest

neutralino increase and therefore also the spin-independent part of the cross sections

increases. On the contrary, the sensitivity of aSUSY
µ versus the initial scale is quite

moderate.

We show the results of our analysis in Figs. 1 and 2. They have been obtained

using the general formulae (2-4) discussed in Section 2. These figures correspond to

the µ > 0 case. We have not included the scenarios with opposite values of µ since

they imply negative values for aSUSY
µ and therefore are ruled out by the BNL results.

In Fig. 1 we plot aSUSY
µ versus the common gaugino mass at the initial scale, M1/2,

for a fixed value of m = 150, 250 GeV, and A = 0. Inside each plot there are three

sets of four curves which correspond to tanβ = 5, 10, 30. The four curves inside

each set correspond to MI = 1016,14,12,10 GeV, from bottom to top respectively, and
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Figure 7: Ratio A/mf at the GUT scale as a function of the modular weight ξ for the

case without fluxes (solid line) and when a small flux (ρH = 0.16) is introduced.

e.g. Refs. [55, 56]. In any event, it is remarkable that the allowed region in our model

is well within the range allowed by the 2011 LHC data. In particular, generic points

in the CMSSM space tend to have a lighter Higgs mass tipically of order 115 GeV or

lower. Our particular choice of soft terms plus the constraint of viable neutralino dark

matter force our Higgs mass to be relatively high.

It should be pointed out that the regions of the parameter space with larger values of

the Higgs mass correspond to a heavy spectrum and therefore predict a small supersym-

metric contribution to the muon anomalous magnetic moment, aSUSY
µ . In particular, the

points with mh > 124 GeV predict aSUSY
µ ≈ 3×10−10. These values show some tension

with the observed discrepancy between the experimental value [57] and the Standard

Model predictions using e+e− data, which imply 10.1× 10−10 < aSUSY
µ < 42.1× 10−10

at the 2 σ confidence level [58] where theoretical and expreimental errors are combined

in quadrature (see also Refs. [59, 60], which provide similar results). However, if tau

data is used this discrepancy is smaller 2.9× 10−10 < aSUSY
µ < 36.1× 10−10 [60].

As we said, in the context of the CMSSM obtaining a large Higgs mass and not too

heavy SUSY spectrum requires having A # −2m. This may be considered as a hint

of a scheme with all SM localized in intersecting branes and is in fact independent of

what the possible origin of the µ term is. Indeed, for general (but universal) modular
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Figure 1. Black contours: posterior pdf (upper panels, for flat and log priors) and profile likelihood (lower
panels) for the cMSSM parameters, including all present-day constraints (WMAP 7-years, LHC 1 fb−1 SUSY
searches and 5 fb−1 Higgs limits included), except XENON100. From the inside out, contours enclose 68%,
95% and 99% of marginal posterior probability (top two rows) and the corresponding profiled confidence
intervals (bottom panels). The black cross represents the best fit point, the black dot the posterior mean
(for the pdf plots). Parameters describing astrophysical and hadronic uncertainties have been fixed to their
fiducial values. Blue contours represent the constraints obtained without the inclusion of LHC data. In the
plots on the left, the dashed/green line represents the current LHC exclusion limit, while in the right-most
plots the red/dashed line is the 90% exclusion limit from XENON100, from Ref. [15], rescaled to our fiducial
local DM density of ρloc = 0.4 GeV/cm3.

[56], such that current cosmological constraints on the dark matter relic abundance can be
satisfied. In the (m1/2,m0) plane it corresponds to a large area at sizable m0 > 1 TeV and
relatively small m1/2.

A second region of interest is the stau co-annihilation (SC) region. In this region the
lightest stau is slightly heavier than the neutralino LSP. As a result, the neutralino relic
density is reduced by neutralino-stau co-annihilations, so that the WMAP constraint can be
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Figure 3. As in Fig. 1, but now black/filled contours result from scans that do not include the experimental
constraint on the anomalous magnetic moment of the muon. Blue contours correspond to the results obtained
when applying this constraint, and thus are identical to the black contours in Fig. 1.

tainties, especially in the computation of the hadronic loop contributions. According to the
most recent evaluations, when e+e− data are used the experimental excess in aµ ≡ (gµ−2)/2
would constrain a possible supersymmetric contribution to be δaSUSY

µ = (29.6±8.1)×10−10 ,
where theoretical and experimental errors have been combined in quadrature. However, when
tau data are used a smaller discrepancy (2.4σ) with the experimental measurement is found
[61].

In Ref. [24] it has been shown that the preference for small m0 and m1/2 in global

fits of the cMSSM is strongly driven by the δaSUSY
µ constraint. In order to evaluate the

dependence of our results on this constraint, we repeat the analysis presented in Section 3.1
after dropping the experimental constraint on δaSUSY

µ . The results are shown in Fig. 3. For
comparison, blue contours show the constraints derived on the cMSSM when including the
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Figure 1. Black contours: posterior pdf (upper panels, for flat and log priors) and profile likelihood (lower
panels) for the cMSSM parameters, including all present-day constraints (WMAP 7-years, LHC 1 fb−1 SUSY
searches and 5 fb−1 Higgs limits included), except XENON100. From the inside out, contours enclose 68%,
95% and 99% of marginal posterior probability (top two rows) and the corresponding profiled confidence
intervals (bottom panels). The black cross represents the best fit point, the black dot the posterior mean
(for the pdf plots). Parameters describing astrophysical and hadronic uncertainties have been fixed to their
fiducial values. Blue contours represent the constraints obtained without the inclusion of LHC data. In the
plots on the left, the dashed/green line represents the current LHC exclusion limit, while in the right-most
plots the red/dashed line is the 90% exclusion limit from XENON100, from Ref. [15], rescaled to our fiducial
local DM density of ρloc = 0.4 GeV/cm3.

[56], such that current cosmological constraints on the dark matter relic abundance can be
satisfied. In the (m1/2,m0) plane it corresponds to a large area at sizable m0 > 1 TeV and
relatively small m1/2.

A second region of interest is the stau co-annihilation (SC) region. In this region the
lightest stau is slightly heavier than the neutralino LSP. As a result, the neutralino relic
density is reduced by neutralino-stau co-annihilations, so that the WMAP constraint can be
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Figure 5. 1D marginal pdf for flat priors (thin solid/blue), log priors (thick solid/red) and 1D profile
likelihood (dashed/black) for the lightest Higgs mass mh. The results come from the implementation of all
experimental data, including LHC 2011 data, except for direct detection constraints (left), all data including
XENON100 data with astrophysical and hadronic uncertainties fully marginalised/maximised over (centre)
and all data except direct detection data and excluding the δaSUSY

µ constraint. The best fit point is indicated
by the encircled black cross.

prior. This conclusion remains true even if the δaSUSY
µ constraint is excluded from the scan

(see right panel of Fig. 5).
At this point we comment on how we expect the results of our analysis to change when

using priors other than the non-informative flat and log priors applied in this work.
In the literature Bayesian studies of the cMSSM have been performed which attempt

to incorporate the SUSY naturalness criterium. Namely, SUSY soft-masses should not be
far from the experimental electroweak (EW) scale in order to avoid unnatural fine-tuning
to obtain the correct size of the EW symmetry breaking. In some studies a penalisation of
the fine-tuned regions has been implemented, e.g. by using a conveniently modified prior
for the cMSSM parameters [66, 67]. On the other hand, in Ref. [68] it has been shown
that the naturalness arguments arise from the Bayesian analysis itself, with no need of in-
troducing “naturalness priors”. The key is when the experimental value of MZ is considered
in the same way as other experimental information (usually MZ is fixed to its experimen-
tal value and the Higgsino mass parameter µ is predicted from the EW symmetry breaking
conditions). Marginalising over µ results in a factor 1/cµ in the Bayesian posterior, where
cµ =

∣

∣∂ lnM2
Z/∂ lnµ

∣

∣ is the conventional Barbieri-Giudice measure of the degree of fine-
tuning [70, 71] (for details on this derivation see Ref. [68, 69]). This precisely agrees with
the “naturalness prior” which is introduced by hand in Ref. [66]. Thus, the presence of
this fine-tuning parameter in the denominator penalises the regions of parameter space cor-
responding to large fine-tuning. As a result the only region with large soft-masses that is
not disfavoured is the FP region, in which naturalness is preserved [72]. Indeed, this region
contains a large portion of the Bayesian posterior probability in the presence of the DM
relic abundance constraint, especially when the constraint on the anomalous magnetic mo-
ment of the muon is excluded from the analysis [69]. As was shown above, the addition of
XENON100 data strongly disfavours the FP region, therefore one would expect the bulk of
the posterior probability to fall within the low and intermediate soft-masses region, leading
to similar conclusions as the ones resulting from our log prior scan.
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Figure 9: Left panel: mh as calculated using FeynHiggs (showing the bands mh = 119 ±
1.5 GeV and 125 ± 1.5 GeV) and right panel: spin-independent elastic χ − p scattering
cross section (showing the XENON100 exclusion [30] as in Fig. 7), along WMAP strips for
tan β = 55 - the τ̃1 − χ coannihilation strips for A0 = 0 (7) (black) and A0/m0 = 2.0 (8)
(red), and the focus-point strip for A0 = 0 (9) (green).

6 Summary

We have discussed in this paper the interplay between a hypothetical measurement of the

mass of the Higgs boson and spin-independent elastic dark matter scattering, in the context

of WMAP strips in the (m1/2, m0) planes of the CMSSM. In the past, it has been common

to discuss planes with A0 = 0 and various values of tan β ∈ [10, 55]. However, previous

studies [24, 27, 29] have shown that A0 > 0 may be preferred, so we have explored this

possibility in this paper. Among the examples we consider is a t̃1 − χ coannihilation strip, a

possibility that does not arise if A0 = 0, and which has not been extensively studied in the

dark matter detection literature.

Positive values of A0 generally yield larger values of mh than for A0 = 0, which may be

preferred in light of the LHC ‘hint’ that mh ∼ 125 GeV, though mh ∼ 119 GeV may still

be a possibility. As could be anticipated from previous studies, only limited portions of the

WMAP strips are compatible with mh ∼ 125 GeV, whereas larger portions are compatible

with mh ∼ 119 GeV. In addition to τ̃1−χ coannihilation strips with tanβ ∼ 40 or more and

A0 ∼ 2m0 or more, which are reflected in Figs. 2 and 3 of [27], we also find that some portion

of the τ̃1−χ coannihilation strip for tanβ = 10 may also be compatible with mh ∼ 125 GeV

within the FeynHiggs uncertainty of ±1.5 GeV if A0 is very large, e.g., A0 = 3000 GeV,

18

If mh~125 GeV is 
imposed, the scattering 
cross section for 
neutralinos is generally 
beyond the reach of 
direct DM detection  
IN THE CMSSM	  

A lower bound in the 
neutralino mass is found 
that excludes some 
regions with large 
scattering cross-section 
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Constraints from rare decays 

by the LHCb collaboration [31], leading to the unprecedented constraint BR(Bs →
µ+µ−) < 4.5×10−9. This is in fact very close to the SM prediction BR(Bs → µ+µ−) =

(3.2±0.2)×10−9 [48, 49] and thus has important implications in our parameter space.

Given that our model entails large values of tan β and a significant mixing in the stop

mass matrix, the resulting BR(Bs → µ+µ−) is relatively large. Fig. 4 represents the

theoretical predictions for this observable as a function of the corresponding universal

gaugino mass, showing that BR(Bs → µ+µ−) >∼ 4.4 × 10−9. We display in the plot

the experimental bound from Ref. [47] and Ref. [31], explicitly showing the effect of

the improved measurement. For each case, we take into account the 2σ theoretical

uncertainty of the SM contribution. It is in fact expected that this upper bound

improves in the near future with new data from CMS and LHCb. This has the potential

to disfavour our construction if no deviation from the SM value is observed. 3

On the right hand-side of Fig. 3 we display the line in the (M, ρH) plane that is

consistent with REWSB and viable neutralino dark matter. Interestingly enough, after

applying experimental constraints, the value of ρH is indeed small, of order 0.15− 0.17

and is very weakly dependent onM . This is consistent with the interpretation of ρH as a

small correction arising from gauge fluxes, as discussed in the previous chapter. Indeed

the values for ρH obtained are of the expected order of magnitude, ρH ∝ α1/2
GUT & 0.2.

The viable points of the parameter space lie along a narrow area of the parameter

space. In fact, small deviations in any of the parameters, M , tanβ or ρh have catas-

trophic consequences, since either the relic density becomes too large (it very rapidly

overcloses the Universe) or the stau becomes the LSP. We illustrate this in Fig. 3, where

the dashed and solid lines represent the points for which Ωmatter = 1 and mτ̃1 = mχ0
1
,

respectively. The line with critical density extends to M ≈ 2.5 TeV, but the region

fulfilling WMAP 2 σ region stops at M = 1.4 TeV. Interestingly, the flux ρh cannot

vanish (since the stau becomes the LSP), this is, even though small, a deviation from

the CMSSM is necessary. Also, it cannot be too large or we would have an excessive

amount of dark matter.

As we explained in the beginning of this chapter, the µ parameter is computed

at the electroweak scale from Eq. (3.5). Using SPheno 3.0 we have also computed its

value at the unification scale (the effect of the RGEs is not large for this parameter) so

that we can compare it with the soft parameters. This might give us an idea of what

3It should be pointed out in this respect that the inclusion of non-vanishing flux correction ρf for

sfermions in Eq. (2.9) can slightly alter the allowed regions in the parameter space, shifting the viable

points towards smaller values of tanβ, thereby decreasing the SUSY contribution to BR(Bs → µ+µ−).
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theoretical predictions for this observable as a function of the corresponding universal

gaugino mass, showing that BR(Bs → µ+µ−) >∼ 4.4 × 10−9. We display in the plot

the experimental bound from Ref. [47] and Ref. [31], explicitly showing the effect of

the improved measurement. For each case, we take into account the 2σ theoretical

uncertainty of the SM contribution. It is in fact expected that this upper bound

improves in the near future with new data from CMS and LHCb. This has the potential

to disfavour our construction if no deviation from the SM value is observed. 3

On the right hand-side of Fig. 3 we display the line in the (M, ρH) plane that is

consistent with REWSB and viable neutralino dark matter. Interestingly enough, after

applying experimental constraints, the value of ρH is indeed small, of order 0.15− 0.17

and is very weakly dependent onM . This is consistent with the interpretation of ρH as a

small correction arising from gauge fluxes, as discussed in the previous chapter. Indeed

the values for ρH obtained are of the expected order of magnitude, ρH ∝ α1/2
GUT & 0.2.

The viable points of the parameter space lie along a narrow area of the parameter

space. In fact, small deviations in any of the parameters, M , tanβ or ρh have catas-

trophic consequences, since either the relic density becomes too large (it very rapidly

overcloses the Universe) or the stau becomes the LSP. We illustrate this in Fig. 3, where

the dashed and solid lines represent the points for which Ωmatter = 1 and mτ̃1 = mχ0
1
,

respectively. The line with critical density extends to M ≈ 2.5 TeV, but the region

fulfilling WMAP 2 σ region stops at M = 1.4 TeV. Interestingly, the flux ρh cannot

vanish (since the stau becomes the LSP), this is, even though small, a deviation from

the CMSSM is necessary. Also, it cannot be too large or we would have an excessive

amount of dark matter.

As we explained in the beginning of this chapter, the µ parameter is computed

at the electroweak scale from Eq. (3.5). Using SPheno 3.0 we have also computed its

value at the unification scale (the effect of the RGEs is not large for this parameter) so

that we can compare it with the soft parameters. This might give us an idea of what

3It should be pointed out in this respect that the inclusion of non-vanishing flux correction ρf for

sfermions in Eq. (2.9) can slightly alter the allowed regions in the parameter space, shifting the viable

points towards smaller values of tanβ, thereby decreasing the SUSY contribution to BR(Bs → µ+µ−).
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LHCb	  has	  obtained	  an	  unprecedented	  
upper	  bound	  on	  the	  rare	  decay	  of	  Bs	  into	  
muons	  

This	  constrains	  regions	  with	  small	  pseudoscalar	  mass	  and	  large	  tanb,	  but	  also	  those	  in	  which	  the	  stop	  
mixing	  is	  sizable.	  This	  affects:	  
	  
•  Regions	  with	  heavy	  Higgs	  mass	  (typically	  maximal	  stop	  mixing	  –	  normally	  large	  tanb)	  

•  Models	  for	  very	  light	  neutralino	  dark	  mafer	  (small	  mA,	  large	  tanb)	  
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The corresponding (m, M) parameter space is plotted in Fig. 4. For such high
values of tanβ the three choices of non-universal Higgs masses, a), b), and c) allow
a large reduction in the CP-odd Higgs mass. In particular, this reduction is larger
than the decrease of µ in case a) and for this reason the three examples present a
large resemblance. Once more the regions which are within the reach of dark matter
detectors are very disfavoured by the predicted values of B(B0

s → µ+µ−). As we can
see, in the three cases the areas excluded by this constraint enclose all the points
within the reach of the projected CDMS Soudan. GENIUS would be able to test some
of the remaining points which have the correct value for the relic density. Note that
most of the points of the parameter space which could escape detection at GENIUS
are located along the coannihilation tail, where the neutralino and the light stau are
almost degenerate in mass.

At this point it may seem that the observed correlation between B(B0
s → µ+µ−) and

σχ̃0
1
−p is inevitable and that therefore large neutralino detection cross sections, within

the reach of present experiments, are not attainable. However, this correlation can be
diluted under several circumstances. For instance, the gluino mediated contribution to
the b → s transition can have the opposite sign than the chargino mediated term, which
is typically dominant, thereby leading to a partial cancellation and slightly decreasing
B(B0

s → µ+µ−).

For a larger reduction, one can consider tuning the value of the top trilinear cou-
pling, At, at the GUT scale in such a way that the stop (t̃L − t̃R) mixing is reduced
and the stop mass increased. Consequently, the chargino mediated b → s transition
is suppressed. This can be done with At > 0 at the GUT scale. For large values of
tan β, for which the µ/ tanβ term in the stop mixing can be neglected, the chargino
contribution to B(B0

s → µ+µ−) can be qualitatively expressed as

B(B0
s → µ+µ−) ∝

tan6 β

m4
A

(

µAt

m2

t̃L

)2

. (4)

When larger and positive values for At are taken at the GUT scale, its value at the
electroweak scale, after applying the RGEs, becomes less negative. Thus A2

t decreases,
m2

t̃L,R
increase through the effect of At on their RGEs, and as a consequence, the

term in parenthesis in (4) becomes smaller. Such a modification of At also causes
a decrease in the lightest Higgs mass. This, together with the enhancement of the
Higgsino components of χ̃0

1, is helpful for obtaining an increase in σχ̃0
1
−p but one has to

make sure the experimental bound on mh is not violated.

In order to exemplify this behaviour let us concentrate on the case with tanβ = 50
and non-universal Higgs masses according to case a) in (3), and consider variations in
the trilinear parameter. For example, let us compare the case where A = 0, which
was already shown in Fig. 1, with the one where A = 1.4 M . The ratio (µAt/m2

t̃L
)2

is represented on the left hand side of Fig. 5 as a function of the CP-odd Higgs mass
for both cases, where we have scanned in the whole (m, M) parameter space, and
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Constraints from rare decays 

•  Models	  for	  very	  light	  neutralino	  dark	  mafer	  (small	  mA,	  large	  tanb)	  
8

FIG. 5: Neutralino–nucleon cross section ξσ(nucleon)
scalar as a func-

tion of the neutralino mass for the LNM scan and for gd,ref
= 290 MeV. The (red) crosses denote configurations with
a heavy Higgs mass in the range compatible with the AT-
LAS [11] and CMS [12] excess at the LHC. The shaded areas
denote the DAMA/LIBRA annual modulation regions: the
upper area (vertical shade; green) refers to the case where
constant values of 0.3 and 0.09 are taken for the quenching
factors of Na and I, respectively[10]; the lower area (cross
hatched; red) is obtained by using the energy–dependent Na
and I quenching factors as established by the procedure given
in Ref. [45]. The gray regions are those compatible with the
CRESST excess [7]. In all cases a possible channeling effect is
not included.The halo distribution functions used to extract
the experimental regions are given in the text.

subset of configurations with 115 GeV ≤ MH ≤ 131 GeV.
These are contained in the band shown in the right panel
of Fig. 2, with values of the mA parameter in the range
90 GeV ≤ MA ≤ 129 GeV. This subpopulation of light
neutralinos would have a neutralino–nucleon elastic cross
section in the domain depicted in Fig. 5 by (red) crosses,
and would then be in amazing agreement with the results
of DM direct detection.

The identification of a putative Higgs boson with the
H boson appears to be compatible in terms of produc-
tion cross section and branching ratios. This is shown
in Fig. 6, where the exclusive production cross section
ratio Rγγ ≡ [σ(gg → H)×BR(H → γγ)]MSSM/[σ(gg →
H)BR(H → γγ)]SM is plotted as a function of BR(H →
γγ)MSSM/BR(H → γγ)SM for our configurations. Here
σ(gg → H) is the Higgs production cross section through
the gluon fusion process. We have calculated both quan-
tities using FeynHiggs 2.8.6 [55]. Indeed our population

FIG. 6: Production cross section ratio Rγγ ≡ [σ(gg →
H) × BR(H → γγ)]MSSM/[σ(gg → h)BR(h → γγ)]SM as
a function of BR(H → γγ)MSSM/BR(h → γγ)SM for the
configurations discussed in Section IIIA. Black points refer
to H masses in the range 115 GeV ≤ mH ≤ 131 GeV, while
(red) circles refer to a H mass interval more focussed around
126 GeV (specifically: 125 GeV ≤ mH ≤ 127 GeV).

of light neutralinos contains many configurations which
are in agreement with the putative Higgs signal. This
is a property arising spontaneusly in our scenario. No-
tice that although the BR of Higgs decay into 2 photons
is typically smaller that the corresponding SM branchig
ratio, Rγγ can be SM–like, due to enhanced production
cross sections.

Though imposing the above requirement would imply
some further selection within the neutralino population
previously discussed, we do not find in our scan any sig-
nificant correlation between Rγγ and the properties of
relic neutralinos, such as the neutralino relic abundance
Ωχh2 or the neutralino–nucleon cross section ξσ(nucleon)

scalar .
In factRγγ is mainly affected by the production cross sec-
tion σ(gg → H), which depends on SUSY–QCD parame-
ters that do not enter directly into the calculation of relic
neutralino observables. Although a thorough analysis of
these aspects is beyond the scope of the present paper,
the previous considerations are sufficient to conclude that
our scenario can be compatible with the possible Higgs
signal at the LHC in a natural way.

mX>18	  GeV	  

Bottino, Fornengo, Scopel 2011	  

Arbey, Battaglia, Mahmoudi 2012	  

Fig. 8. h0 branching fraction to b̃1
¯̃b1 as a function of the Z

decay width to b̃1
¯̃b1 for different values of the lightest sbottom

mass.

Fig. 9. Spin independent χ-p scattering cross-section as a func-
tion of the χ̃0

1 mass. The points presented here pass all the pre-
vious constraints, including the tight relic density bounds. The
red squares correspond to a slepton NLSP with a mass slightly
above the LEP limits (class i), the blue triangles to scenarios
with a chargino NLSP (class ii), and the green points to cases
where a scalar quark is degenerate with the light neutralino
(class iii).

ate b̃1 scenario have neutralino annihilation cross-sections

times relative velocity to bb̄ smaller than 5×10
−27

cm
3
/s,

which is one order of magnitude below the current Fermi-

LAT limits, which makes them compatible also with dark

matter indirect detection limits.

In summary, after considering the constraint from the

LEP data, the only viable scenario with a neutralino mass

below 20 GeV corresponds to the light sbottom NLSP

case.

In Fig. 9, we present distribution of the points passing

the tight relic density bound. Alternatively, in Fig. 10, the

same distribution is presented in the case where the loose

relic density constraint is used.

Fig. 10. Spin independent χ-p scattering cross-section as a
function of the χ̃0

1 mass. The points presented here pass all the
previous constraints, including the loose relic density bound.
The red squares correspond to a slepton NLSP with a mass
slightly above the LEP limits (class i), the blue triangles to
scenarios with a chargino NLSP (class ii), and the green points
to cases where a scalar quark is degenerate with the light neu-
tralino (class iii).

A comparison of these two figures reveals that the

lower bound of the relic density reduces the overall statis-

tics, but also removes points corresponding to scenarios

with a scalar quark degenerate with the light neutralino

for neutralino masses above 20 GeV. This can be explained

by the fact that points with a very small relic density

have a small splitting. However, to get a relic density

in the WMAP interval, the splitting should not be too

small relatively to the neutralino mass. Also, the direct

search bounds disfavour large splittings. Therefore, com-

bining the relic density and direct search limits, only a

small window remains where points can pass all the con-

straints.

2.4 Non-standard scenarios

The calculation of the relic density and the dark matter

direct detection constraints rely on many assumptions. In

particular, different cosmological scenarios can lead to a

relic density which is larger than that computed in the

standard cosmological scenario. First, the neutralino could

be only one of several dark matter components. Then, if

dark energy were the dominant component at the time

of the relic freeze-out, it would result in an acceleration

of the expansion of the Universe, which would lead to an

earlier freeze-out and a much larger relic density [67–71].

Finally, entropy generation at the time of freeze-out, for

example due to the decay of a late inflaton, can also lead

to an increase – or a decrease – of the relic density [72–76].

These effects are however limited by Big-Bang nucleosyn-

thesis constraints, but using AlterBBN [77], we verified

that they can nevertheless lead to an increase of three or-

8

No	  more	  annihila1on	  mediated	  by	  the	  pseudoscalar	  –	  now	  the	  relic	  density	  is	  obtained	  by	  light-‐
squark	  exchange	  

mh~	  125	  GeV	  

mX>8	  GeV	  
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Mono-jet and Mono-γ (plus MET) searches constrain the region of light WIMPs 

Dark matter production with initial state 
radiation 	  

Mono-jet and mono-photon signatures of dark matter

Idea: Pair production of DM + some visible particles

Tevatron, LHC: Mono-jets
χ–q coupling probed in jet(s) + /ET

q

q̄

χ

χ̄

CDF (1.1 fb−1): 0807.3132,
ATLAS (1 fb−1): ATLAS-CONF-2011-096,
CMS (1.1 fb−1) : CMS-PAS-EXO-11-059
Goodman Ibe Rajaraman Shepherd Tait Yu

1005.1286, 1008.1783
Rajaram Shepherd Tait Wijangco 1108.1196
Bai Fox Harnik, 1005.3797
Fox Harnik JK Tsai 1109.4398

LEP, Tevatron, LHC: Mono-γ
χ–f coupling probed in photon + /E

f

f̄

χ

χ̄

DELPHI (650 pb−1): hep-ex/0406019, 0901.4486
CDF (2 fb−1): 0807.3132
DØ(1 fb−1): 0803.2137
CMS (1.14 fb−1): CMS-PAS-EXO-11-058
Fox Harnik JK Tsai 1103.0240, 1109.4398

Joachim Kopp Collider searches for dark matter 6
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Joachim Kopp Collider searches for dark matter 6

Bounds depend on the DM effective 
operators to fermions	  

LHC data (see also previous results from Tevatron)	  
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Direct DM searches 

No detection of WIMP DM lead to upper bounds on the WIMP-nucleus cross-section  

Conclusions 

Hints for very light WIMPs (7-10 GeV) (DAMA/LIBRA, CoGeNT, CRESST, CDMS-II) 

Indirect DM searches 

Gamma ray searches:  
•  No clear evidence of DM from the continuum emission in the Galactic Centre or 

Dwarf Spheroidals 
•  Hints for a 130 GeV gamma “line”  

Antimatter searches:  
•  Compatible with astrophysical background – constrain very light WIMPs  

However... 
•  Possible hints for very light DM in the study of the WMAP Haze and synchrotron 

emission from radio filaments in the inner galaxy. 

Low energy observables 

The muon (g-2) and rare decays set further constraints on physics BSM and affect the 
predictions for DM detection 
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Advances in direct DM detection leave room for OPTIMISM:  
 
direct detection experiments are getting more sensitive 
possible hints in indirect searches 
LHC further constraining the parameter space for new physics 

In all these UNCERTAINTIES play an important role:   
 
To conclusively determine claim DM detection we will need observation using 
different experimental techniques.  
Direct detection is needed 

Dark matter IDENTIFICATION requires combination of data from different 
sources 
 
LHC alone cannot determine the DM properties (or if it is the DM at all), need 
combination with direct or/and indirect searches 
 
Combination of Direct Detection experiments seems promising to determine DM 
phenomenological parameters 

Conclusions 
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FIG. 7: Examples illustrating how dark matter annihilations and astrophysical sources could combine to make up the observed

residual emission surrounding the Galactic Center. In the upper left frame, we show results for a 10 GeV dark matter particle

with an annihilation cross section of σv = 7 × 10
−27

cm
3
/s and which annihilates only to leptons (e+e−, µ+µ−

and τ+τ−
,

1/3 of the time to each). In the upper right frame, we show the same case, but with 10% of the annihilations proceeding to

bb̄. In the lower frame, we show results for a 30 GeV dark matter particle annihilating to bb̄ with an annihilation cross section

of σv = 6 × 10
−27

cm
3
/s. In each case, the annihilation rate is normalized to a halo profile with γ = 1.3. The point source

spectrum is taken as the broken power-law shown in Fig. 4, and the Galactic Ridge emission has been extrapolated from the

higher energy spectrum reported by HESS [12], assuming a pion decay origin and a power-law proton spectrum. See text for

details.

these uncertainties in mind, one should consider all an-
nihilation cross sections shown in Fig. 6 and elsewhere in
this paper to be accurate only to within a factor of a few.

Of course, it is also expected that astrophysical sources
will contribute to the Galactic Center’s gamma ray spec-
trum between 300 MeV and 10 GeV. In Fig. 7, we show
three examples in which emission from a central point
source (as shown in Fig. 4), along with emission from the
Galactic Ridge (as extrapolated from the higher energy
HESS emission, assuming a spectral shape that results
from a power-law spectrum of protons) combine with a
contribution from dark matter to generate the observed
residual emission. Note that the lowest energy emission
is largely generated by the central point source (as sug-
gested by the observed morphology) while the highest
energy bin is dominated by emission from the Galactic
Ridge. Only the 300 MeV-10 GeV range is dominated by
dark matter annihilation products.

C. Millisecond Pulsars

A population of gamma ray point sources surround-
ing the Galactic Center could also potentially contribute
to the observed residual emission. Millisecond pulsars,
which are observed to produce spectra that fall off rapidly
above a few GeV, represent such a possibility [5, 17].

Observations of resolved millisecond pulsars by FGST
have found an average spectrum well described by
dNγ/dEγ ∝ E−1.5

γ exp(−Eγ/2.8GeV) [33]. Similarly, the
46 gamma ray pulsars (millisecond and otherwise) in the
FGST’s first pulsar catalog have a distribution of spec-
tral indices which peaks strongly at Γ =1.38, with 44
out of 46 of the observed pulsars possessing (central val-
ues of their) spectral indices greater than 1.0 [34] (see
Fig. 8). In contrast, to produce a sizable fraction of the
spatially extended residual emission between 300 MeV
and 10 GeV without exceeding the emission observed be-
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FIG. 2: The spectrum of residual gamma-ray emission from the inner 5 degrees surrounding the Galactic Center, after sub-

tracting the known sources and line-of-sight gas templates. The dashed line represents the spectrum of the central, point-like

emission, as found by the authors of Refs. [10], [34], and [35]. Above ∼300 MeV, the majority of the observed emission is

spatially extended, and inconsistent with originating from a point source. The dotted line shows the Galactic Ridge emission,

as extrapolated from the higher energy spectrum reported by HESS [36]. In the left frame, I show results for a 10 GeV dark

matter particle with an annihilation cross section of σv = 7× 10
−27

cm
3
/s and which annihilates only to leptons (e+e−, µ+µ−

and τ+τ−
, 1/3 of the time to each). In the right frame, I show the same case, but with an additional 10% of annihilations

proceeding to bb̄. In each case, the annihilation rate is normalized to a halo profile with γ = 1.3. This figure originally appeared

in Ref. [9].

gamma-rays, we include in Fig. 2 the spectrum from

the annihilations of a 10 GeV dark matter particle

(dot-dashed) and from a component extrapolated from

HESS’s observations of the Galactic Ridge (dots) [36].

The sum of these contributions (solid) provides a good fit

to the total observed spectrum, for dark matter which an-

nihilates mostly to leptons (the gamma-ray flux is dom-

inated by annihilations to τ+τ−), possibly with a sub-

dominant fraction proceeding to hadronic final states. To

accommodate the angular extent of the observed gamma-

ray signal, a dark matter distribution of approximately

ρDM ∝ r−1.25
to r−1.4

is required [9]. Interestingly,

the annihilation cross section required to normalize the

gamma-ray signal is not far from the value predicted for

a simple thermal relic (σv = 3 × 10
−26

cm
3
/s). Adopt-

ing central values for the local dark matter density [24],

the annihilation cross section to τ+τ− is required to be

σvττ ≈ (1− 5)× 10
−27

cm
3
/s for a dark matter distribu-

tion with an inner slope of 1.3 to 1.4. If the dark matter

also annihilates to electrons and muons at a similar rate,

the total annihilation cross section falls within a factor

of a few of the canonical estimate of 3× 10
−26

cm
3
/s.

1

1 While these results are largely based on the analysis of Ref. [9]
(and its predecessors Refs. [10, 37]), an independent analysis of
the Fermi data in the direction Galactic Center was also pre-
sented in Ref. [34]. The results of Ref. [34] are in good agree-
ment with those of Ref. [9]. In particular, Ref. [34] find that the
inclusion of a dark matter-like signal in their analysis improves
the log-likelihood of their fit by 25 with the addition of only one
new parameter, corresponding to a significance of approximately
5σ [34]. The Fermi Collaboration has also presented prelimi-

Although astrophysical origins of the gamma-ray emis-

sion observed from the Galactic Center region have been

discussed [9], considerable challenges are faced by such

interpretations. Possibilities that have been considered

include emission from the central supermassive black

hole [10, 35], and from a population of unresolved point

sources, such as millisecond pulsars [39].

In the case of the supermassive black hole, direct emis-

sion from this object is not consistent with the observed

morphology of the gamma-ray signal. The observed an-

gular extent of the emission could be reconciled, how-

ever, if the gamma-rays originate from cosmic rays that

have been accelerated by the black hole and then diffuse

throughout the surrounding interstellar medium, produc-

ing pions through interactions with gas [35, 40]. The

spectral shape of the spatially extended emission is very

difficult to account for with gamma-rays from pion decay,

however. Even for a monoenergetic spectrum of protons,

the resulting spectrum of gamma-rays from pion decay

does not rise rapidly enough to account for the observed

gamma-ray spectrum.

A large population of unresolved gamma-ray pulsars

surrounding the Galactic Center has also been proposed

to account for the observed emission [9, 10, 39]. The spec-

tra observed from among the 46 pulsars in the FGST’s

first pulsar catalog, however, are typically much softer

than is observed from the Galactic Center [9, 41]. Unless

the spectra among the population of pulsars surrounding

nary findings [38] which describe a spectrum of excess emission
consistent with that found in Ref. [9].

Hints for very light DM? 

Gamma rays from the Galactic centre (Fermi LAT data) 

Favours light dark matter:  

Hooper, Goodenough 2011; Hooper, Linden 2011 

THE INDIRECT SEARCH FOR DM FROM THE GALACTIC CENTER WITH THE FERMI LAT 5

Fig. 3. – Spectra from the likelihood analysis of the Fermi LAT data (number of counts vs
reconstructed energy) in a 7◦×7◦ region around the Galactic Center (number of counts vs
reconstructed energy)

Fig. 4. – Residuals ( (exp.data - model)/model) of the above likelihood analysis. The blue area
shows the systematic errors on the effective area.

tools [17]). The P6−v3 version of the Instrument Response Functions and event classifi-
cation was used. For this analysis a region of interest (RoI) of 7◦×7◦ was considered in
order to minimize the diffuse backgrounds contributions. The RoI was centered at the
Galactic Center position at RA = 266.46◦, Dec=-28.97◦. The events were selected to
have an energy between 400MeV and 100GeV, to be of the ”diffuse” class (high purity
sample) and to have converted in the front part of the tracker. The selection conditions
provided us with events with very well reconstructed incoming direction. Data have been
binned into a 100×100bins map for the subsequent likelihood analysis. In order to per-
form maximum likelihood analysis of the data, a model of the already known sources and
the diffuse background should be built. The used model is made of 11 sources from the
Fermi 1 year catalog [3] which are located within or very close to the considered region

Cañadas, Morselli, Vitale 2010 
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both dark matter and astrophysical scenarios, this may

be understood in a model where the filaments exist as an

entirely ordered magnetic enhancement superimposed on

a random diffuse magnetic field of approximately 10 µG
which permeates the Galactic center region. The differ-

ing ratios of the ordered to random magnetic fields (e.g

80% in the Northern Thread vs. nearly 100% in the Ra-

dio Arc) would then drive significantly enhanced parallel

diffusion in the Radio Arc. Alternatively, assumptions

that the Alfvèn velocity places an upper limit on the

speed of electron diffusion implies a diffusion timescale

which scales as B−1
and would approximately match the

ratio of diffusion timescales observed in these two sys-

tems (Alfvén 1942). We note, however, that this effect

is not well understood and remains a significant assump-

tion in our model. Lastly, it is possible that the magnetic

field structures at the edges of the NRFs are configured

to allow significant reflection of trapped electrons (Hey-

vaerts et al. 1988).

Another necessary feature in any dark matter model

of NRFs concerns the radial dependence of the electron

injection spectrum. As shown in Eqn. 3, the dark mat-

ter annihilation rate within a given filament falls off as

∼ r−2.5
, where r is the distance of the filament to the dy-

namical center of the galaxy. A quantitative observation

of the electron injection spectrum in individual filaments

is difficult, due to the varying lengths, widths, magnetic

fields, and diffusion constants in the observed filaments.

However, the distance from the Galactic center to var-

ious NRFs is thought to span nearly an order of mag-

nitude, which implies an injection spectrum that varies

by more than a factor of 300 throughout the NRF pop-

ulation. This makes the statistical observation of such a

feature possible, even with extremely crude estimations

for the astrophysical parameters of individual NRFs. In

order to examine this necessary trend, we have studied

the observations of 7 NRFs with integrated fluxes and

lengths observed at 330 MHz in the LaRosa et al. (2000)

catalog, as well as the 13 NRFs observed at 1.4 GHz in

the Yusef-Zadeh et al. (2004) catalog. In both cases, inte-

grated fluxes as well as lengths, are provided. We assume

a constant radial width for all NRF, noting that quoted

widths for most NRFs fall approximately within a factor

of two. For this reason, we have removed the Radio Arc

from our datasets as this assumption is particularly poor

for that filament.

The total luminosity of a NRF is expected to depend

sensitively on its length. In addition to the linear de-

pendence of the dark matter annihilation rate on the

length of a filament, longer filaments are expected to re-

tain electrons for longer periods of time and as a result

will deposit a greater fraction of their initial energy into

synchrotron radiation within the filament. In this work,

we consider three scenarios to account for the influence

of a NRF’s length. First, we we consider the case in

which electrons are effectively confined and lose their en-

ergy to synchrotron radiation on timescales much smaller

than the diffusion timescale (τ � 1). In this case the to-

tal flux in an NRF should depend only linearly on the

length of the filament. Second, in the case that electrons

free stream through the filaments on timescales much

smaller than the synchrotron energy loss time (τ � 1),

the amount of energy deposited by a single electron into

the filament is expected to scale with the length of the fil-

Fig. 4.— The synchrotron energy spectrum predicted from dark
matter annihilations (MDM = 8 GeV, annihilating to e+e−, µ+µ−

and τ+τ− with �σv� = 3 × 10−26 cm3 s−1) compared to the ob-
served intensity and spectrum of G0.2-0.0 (the Radio Arc, top left),
G0.08+0.15 (Northern Thread, top right), G0.16-0.14 (Arc Fila-
ment, bottom left) and G359.1-0.2 (the Snake, bottom right). The
magnetic fields, filamentary width, and synchrotron energy loss
times are shown for the synchrotron match to each filament.

ament, providing a total flux which scales with the length

of the filament squared. Finally, in the case that electrons

diffusively propagate through the filament on a timescale

smaller than the synchrotron energy loss time (τ � 1

with D0/c � filament length) the total energy deposited

by an electron inside the filament will vary as the square

of the filaments length, providing a total flux which varies

as the cube of the length of the filament. The cases in

which the total flux scales with l and l3 effectively bracket

the possible degrees of correlation between the length of

a NRF and it’s total flux, while the l2 case can be con-

sidered something of a median expectation.

We first examine the observed dataset at 330 MHz.

In the left frames of Fig. 5, we plot the flux per unit

length (top), per unit length squared (middle) and per

unit length cubed (bottom) as a function of the projected

distance of each NRF to the Galactic center. In each

case, we note no significant trend between the distance of

a given filament from the Galactic center. In other words,

the distance of a given filament from Galactic center does

not appear to have significant bearing on its emission

at 330 MHz, suggesting that astrophysical mechanisms

(i.e. not dark matter annihilations) are responsible for

the emission at this frequency.

The same conclusion is not found at 1.4 GHz, however.

At this frequency (right), we see a very significant corre-

lation between the projected distance of a filament to the

Galactic center and its observed intensity. In particular,

filaments closer to the Galactic center tend to be consid-

erably brighter at 1.4 GHz than those farther away. We

note that for the dark matter halo profile used in this

paper, we predict a flux which scales with r−2.5
, while a

more generic range of profiles predicts behavior between

roughly r−2
and r−3

.

There are several interesting features of the results

shown in Fig. 5. First, although the correlation observed

among the filaments in the 1.4 GHz dataset could have

Synchrotron emission from radio filaments in 
the inner galaxy  

Seem to contain spectrum of e+e- peaked at 10 
GeV 

Consistent with thermal very light WIMPs? 

WMAP Haze 

Linden, Hooper, Yusuf-Zadeh 2011 
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FIG. 5: Synchrotron emission from dark matter an-
nihilations as a function of latitude below the Galac-
tic Center for 10 GeV dark matter particles annihilating
equally to e+e−, µ+µ−, and τ+τ−, distributed as ρDM =
0.35GeV/cm3 × (r/8.5 kpc)−1.33, and with a total cross sec-
tion of σv = 7 x 10−27 cm3/s. The magnetic field model
used is given by B(r, z) = 22µG e−r/5.0 kpc e−|z|/1.8 kpc. This
figure was adapted from one originally appearing in Ref. [11].

foregrounds [59, 60]. This anomalous emission, known as
the “WMAP Haze”, is generally interpreted as hard syn-
chrotron emission from a population of energetic cosmic
ray electrons/positrons present in the inner kiloparsecs
of the Milky Way. Due to the morphology and overall
power of the WMAP Haze, it has been proposed that
this signal could be synchrotron emission from electrons
and positrons produced through dark matter annihila-
tions [11–13].2

To calculate the synchrotron signal predicted from the
annihilations of 10 GeV dark matter particles, one must
model the propagation of the electron and positron an-
nihilation products through the inner galaxy. We do
this using the cosmic ray propagation code Galprop [63],

2
More recently, a diffuse flux of gamma-rays has been identified at

high latitudes in the Fermi data, likely resulting from the Inverse

Compton scattering of ∼TeV electrons/positrons [61] (or possi-

bly the scattering of cosmic ray hadrons with gas [62]). While it

is possible that this emission (which goes by names such as the

Fermi Haze, the Fermi Bubbles, and the Fermi Lobes) is in some

way connected to the WMAP Haze, it is also possible that these

signals result from two separate populations of cosmic rays, with

considerably differing energies and which are evident in quite

different parts of the sky.

adopting conventional values for the diffusion coefficient
(3.5 × 1028 cm2/s) and Galactic Magnetic Field (B =
22µG e−r/5.0 kpc e−|z|/1.8 kpc, where r and z represent the
distance from the Galactic Center along and perpendic-
ular to the the Galactic Plane).
In Fig. 5, we compare the synchrotron haze predicted

from 10 GeV dark matter particles to that observed by
WMAP. Here, we have used the same dark matter model
as in the previous two subsection (with the exception of
a slightly different distribution, ρDM ∝ r−γ , γ = 1.33
rather than γ = 1.3, which should be of little conse-
quence). We find quite good agreement with the ob-
served features of the WMAP Haze. These fits to the
WMAP Haze were obtained with relatively little free-
dom in the astrophysical or dark matter parameters.
In particular, the mass, annihilation cross section, and
halo profile are each tightly constrained by the observed
features of the Galactic Center gamma-ray signal. Al-
though the choice of the magnetic field model allowed
us to adjust the morphology and spectrum of the of the
synchrotron emission to a limited degree, we had little
ability to significantly adjust the overall synchrotron in-
tensity. If the gamma-rays from the Galactic Center as
observed by Fermi are interpreted as dark matter annihi-
lation products, we are forced to expect a corresponding
synchrotron signal from the Inner Galaxy very much like
that observed by WMAP.
Dark matter particles annihilating in galaxies other

than the Milky Way will produce annihilation prod-
ucts which contribute to the diffuse isotropic radio back-
ground. Interestingly, data from ARCADE 2 (Abso-
lute Radiometer for Cosmology, Astrophysics and Diffuse
Emission), and a number of low frequency radio surveys
have revealed a sizable flux of isotropic power at radio
frequencies (<∼ 3 GHz), brighter than a factor of 5-6 than
that expected based on extrapolations of of the luminos-
ity functions of known radio sources. This emission also
exhibits a harder spectrum than is observed from resolved
sources such as radio galaxies [64]. In Ref. [65] it was sug-
gested that dark matter annihilations may account for
this excess. In particular, they point out that 10 GeV
dark matter particles annihilating to leptons can provide
a good fit to the observed radio background, without re-
lying on large boost factors [65, 66].

E. Indirect Evidence Summary and Constraints

Over the past several pages, I have summarized three
independent astrophysical observations which can be ex-
plained by the annihilations of a 10 GeV dark matter par-
ticle (four if you include the excess power in the diffuse
radio background). In this subsection, I will briefly dis-
cuss what these observations (if interpreted as dark mat-
ter annihilation products) tell us about the dark matter
particle and its distribution, and compare this to various
constraints that can be placed from other observations.
Beginning with the dark matter distribution, the an-

Could be further evidence of light (thermally 
produced) DM (m~10 GeV) annihilating mostly 
into leptons. 

Hints for very light DM? 
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FIG. 1: Black contours: posterior pdf (upper panels, for flat and log priors) and profile likelihood (lower panels) for the cMSSM
parameters, including all present-day constraints (WMAP 7-years and LHC first results included), except Xenon100. From the
inside out, contours enclose 68%, 95% and 99% of marginal posterior probability (top two rows) and the corresponding profiled
confidence intervals (bottom panels). The black cross represents the best fit, the black dot the posterior mean (for the pdf
plots). Parameters describing astrophysical and hadronic uncertainties have been fixed to their fiducial values. Grey contours
(very difficult to see, as they almost overlap with the black contours) represent the constraints obtained without inclusion of
LHC data. In the plots on the left, the dashed/blue line represents the current LHC exclusion limit, while in the right-most
plots the red/dashed line is the 90% exclusion limit from Xenon100 (for standard astrophysical assumptions).

profile likelihood perspective. We also point out that
the 99% region from the profile likelihood is much wider
than could be assumed just by qualitatively extending
either the 68% or the 95% range, and this owing to the
highly non-Gaussian nature of the tails of the distribu-
tion. Our results therefore indicate that a high-resolution

scan is necessary to map out the tails of the profile like-
lihood with sufficient accuracy in order to delimit the
99% region, whose extent is much larger than would be
inferred by assuming an approximately Gaussian distri-
bution from the 68% region. Finally, it is interesting that
the extent of the 99% profile likelihood region is actually

Bertone, Cerdeño., Fornasa, Ruiz de Austri,  Trotta ‘11 

The negative results allow to exclude the Focus 
Point region, even with Astrophysical and 
Hadronic Uncertainties. 	  
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FIG. 3: Top row: Impact of marginalizing (profiling) over hadronic uncertainties as nuisance parameters in the posterior pdf
(profile likelihood, right-most panels). Parameters describing astrophysical uncertainties have been fixed to their fiducial values.
Bottom row: Impact of further marginalizing/profiling over astrophysical uncertainties. For comparison, the gray contours are
the case where both the hadronic and astrophysics nuisance parameters are fixed to their fiducial value. In all panels, all
available data have been applied (including LHC and Xenon100).

V. UPDATED PROSPECTS FOR CMSSM
DISCOVERY

We now turn to discuss the implications of our results
for detection prospects at the LHC, and via direct and in-
direct detection channels. Fig. 4 shows 1D posterior dis-
tributions and profile likelihoods for the lightest Higgs
mass, mh, the gluino mass mg̃ and the spin-depedent
scattering cross section σSD

χ−p RT: missing. **** The
reach of some current and future probes is also superim-
posed RT: maybe not?****.
We notice that the 1D marginal distributions for the

log prior scan (green) and the 1D profile likelihood (red)
are very similar, while the 1D distribution from the flat
prior scan still shows some residual volume effect. This
manifests itself e.g. in the shift of the bulk of the prob-
ability density to larger gluino and neutralino masses.
However, a robust result of our scans is that the best-fit
neutralino mass is fairly small (in the range ∼ 150− 250
GeV), the lightest Higgs very light (just above the LEP
exclusion limit), and the spin-independent scattering
cross section a mere factor of∼ 2 below current Xenon100
limits. This therefore puts our best-fit point for the

cMSSM easily within reach of the next generation of di-
rect detection experiments. In particular, the upcoming
scaled-up version of Xenon100, Xenon1T, is expected to
probe by 2015 practically the entire 2d posterior shown
above, reaching a sensitivity better than σSI

χ−p = 10−10pb
in a mass range extending from 20 to 300 GeV (see e.g.
the recent assessment of the Xenon1T reach in Ref. [66]).
Interestingly, the prospects for indirect DM searches

are promising in the FP region, especially for what con-
cerns the detection of high-energy neutrinos from DM
annihilations in the Sun (e.g. Ref. [67, 68]. The fact
that Xenon100 rules out the FP branch has therefore
an impact also on the prospects for indirect detection,
and further constrains the possibility to probe DM in
the cMSSM with astrophysical experiments.

VI. CONCLUSION

We have presented in this paper new global fits of the
cMSSM, including the most recent constraints from the
LHC and the Xenon100 experiment. Besides the uncer-
tainties on Standard Model quantities, our analysis takes
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FIG. 2: As in Fig. 1, but now black contours include Xenon100 data (for fixed hadronic and astrophysical uncertainties), while
the gray empty contours show for comparison the case where no direct detection data are included (from the inside out: 68%,
95% and 99% regions). We observe a strong suppression of the viability of the FP region in the Bayesian posterior (top and
middle row), and a better agreement between the posterior distributions and the profile likelihood. In particular, notice how
the 95% contour for the Bayesian pdf’s (outer contous in the top two rows) is qualitatively similar to the 99% contour from
the profile likelihood (outer contours in the bottom row).

(g − 2)µ value found in the former scan, which is essen-
tially exactly identical to the experimental central value.
For the profile likelihood, even a very small improvement
in the best-fit value has an impact on the contours as far
out in the tails as 99%, as those are defined wrt to the
best-fit χ2. However, given the numerical uncertainties
associated with any scan, we can safely conclude that
this tightening of the contours is a spurious effect and

that the extent of the 99% region remains qualitatively
the same when including both hadronic and astrophysical
nuisance parameters in the scan.
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Figure 2. As in Fig. 1, but now black contours include XENON100 data (considering hadronic and
astrophysical uncertainties as nuisance parameters), while the blue empty contours show for comparison the
case where no direct detection data are included (from the inside out: 68%, 95% and 99% regions). We observe
a strong suppression of the viability of the FP region. Notice that the XENON100 90% limit (red/dashed
line) has been included only to guide the eye, as our implementation of the XENON100 data is slightly more
conservative than the procedure adopted in Ref. [15].

data, as can be seen explicitly in the rightmost plot. This clearly illustrates the potential of
direct detection experiments to constrain SUSY.

3.3 Impact of the δaSUSY
µ constraint

The muon anomalous magnetic moment provides an interesting window to new Physics,
since it is very accurately measured. A constraint on the supersymmetric contribution to
this observable, δaSUSY

µ , can be extracted by comparing the experimental result [59], with
the theoretical evaluations of the Standard Model contribution [60–62]. Although the latter
have become increasingly precise in the last decade, they are still subject to theoretical uncer-
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Including the recent LHC results on SUSY 
searches... 	  
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Figure 5. 1D marginal pdf for flat priors (thin solid/blue), log priors (thick solid/red) and 1D profile
likelihood (dashed/black) for the lightest Higgs mass mh. The results come from the implementation of all
experimental data, including LHC 2011 data, except for direct detection constraints (left), all data including
XENON100 data with astrophysical and hadronic uncertainties fully marginalised/maximised over (centre)
and all data except direct detection data and excluding the δaSUSY

µ constraint. The best fit point is indicated
by the encircled black cross.

prior. This conclusion remains true even if the δaSUSY
µ constraint is excluded from the scan

(see right panel of Fig. 5).
At this point we comment on how we expect the results of our analysis to change when

using priors other than the non-informative flat and log priors applied in this work.
In the literature Bayesian studies of the cMSSM have been performed which attempt

to incorporate the SUSY naturalness criterium. Namely, SUSY soft-masses should not be
far from the experimental electroweak (EW) scale in order to avoid unnatural fine-tuning
to obtain the correct size of the EW symmetry breaking. In some studies a penalisation of
the fine-tuned regions has been implemented, e.g. by using a conveniently modified prior
for the cMSSM parameters [66, 67]. On the other hand, in Ref. [68] it has been shown
that the naturalness arguments arise from the Bayesian analysis itself, with no need of in-
troducing “naturalness priors”. The key is when the experimental value of MZ is considered
in the same way as other experimental information (usually MZ is fixed to its experimen-
tal value and the Higgsino mass parameter µ is predicted from the EW symmetry breaking
conditions). Marginalising over µ results in a factor 1/cµ in the Bayesian posterior, where
cµ =

∣

∣∂ lnM2
Z/∂ lnµ

∣

∣ is the conventional Barbieri-Giudice measure of the degree of fine-
tuning [70, 71] (for details on this derivation see Ref. [68, 69]). This precisely agrees with
the “naturalness prior” which is introduced by hand in Ref. [66]. Thus, the presence of
this fine-tuning parameter in the denominator penalises the regions of parameter space cor-
responding to large fine-tuning. As a result the only region with large soft-masses that is
not disfavoured is the FP region, in which naturalness is preserved [72]. Indeed, this region
contains a large portion of the Bayesian posterior probability in the presence of the DM
relic abundance constraint, especially when the constraint on the anomalous magnetic mo-
ment of the muon is excluded from the analysis [69]. As was shown above, the addition of
XENON100 data strongly disfavours the FP region, therefore one would expect the bulk of
the posterior probability to fall within the low and intermediate soft-masses region, leading
to similar conclusions as the ones resulting from our log prior scan.
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Conclusions 

•  LHC alone might be unable to determine the nature of the dark matter 

Failing to unambiguously reconstruct the relic density 

Combination with Dark Matter experiments provides complementary information 

Results from 1 tonne experiments can be combined with LHC data to 
determine the DM relic abundance  

•  Spin-dependent sensitive targets can provide complementary information to 
determine the WIMP phenomenological parameters 

The inclusion of uncertainties (especially those in spin form factors) is 
important to assess complementarity of targets 

Relatively small targets ~50-100 kg (LiF, Sapphire) can be complementary 
to 1 tonne (Ge, Xe) experiments 
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Example: Two targets in COUPP 

Bertone, D.G.C, Collar, Odom ‘07 

The detection rate for a given target is a function of the spin-dependent and 
independent couplings of the WIMP 
	  

(use WIMP relation among 
σSD

nand σSD
p)	  

WIMP detection in two complementary 
targets can be used to discriminate WIMP 
models	  

E.g., for COUPP with CF3I	  

LSP �

LKP �

R1~ A1 σSI
p + B1 σSD

p	  
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Example: Two targets in COUPP 

WIMP detection in two complementary 
targets can be used to discriminate WIMP 
models	  

Bertone, D.G.C, Collar, Odom ‘07 

The detection rate for a given target is a function of the spin-dependent and 
independent couplings of the WIMP	  

E.g., for COUPP with CF3I and C4F10	  

(use WIMP relation among 
σSD

nand σSD
p)	  

R1~ A1 σSI
p + B1 σSD

p	  
R2~ A2 σSI

p + B2 σSD
p	  

(See also Belanger, Nezri, Pukhov ‘08) 
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Determining the full set of parameters provides crucial information	  

mX σSI
p	   σSD

p	   σSD
n	  

Can we determine to which DM model it corresponds?	  

Figure 3: Predictions for σSI
χp vs σSD

χp in MSSMQ(black), MUED (red), LHM (green),
RHNM (pink). b) σSI

χp as a function of the CDM mass, same color code as a) with in
addition the model IDM (black)

direct detection rate. We also insure that the CDM relic density satisfies the WMAP
upper bound and that the charged Higgs is not the CDM.

The SI cross sections are suppressed by the heavy B1 mass, eq. 17, the larger cross
sections are therefore expected for the lighter CDM particles, see fig. 3b. Typically, more
than an order of magnitude improvement in detectors sensitivities is needed to probe
the parameter space of the model and a large fraction of the models, specially those
with a CDM at the TeV scale, will remain inaccessible to the large scale detectors. The
main characteristic of this model is the correlation between SI and SD cross sections,
this is because the heavy KK-quark exchange contributes to both modes. As a result SD
interactions could be accessible in cases where rates are too low for SI interactions. This
is in sharp contrast with the MSSMH.

4.1.4 LHM

The LHM with T-parity contains in addition to heavy gauge bosons, heavy T-odd fermions
as well as a new T-even heavy top quark. We choose as free parameters the Higgs mass,
f , κ and sα. f sets the scale of the heavy gauge bosons and fermions in particular the
heavy photon of mass

MAH
=

g′f√
5

[

1 −
5v2

8f 2

]

(24)

with v the usual vev of the Higgs. κ is an additional parameter that enters the fermion
masses, for example for a heavy down-type quark, Md =

√
2κf . For simplicity we assume

an universal factor κ for all heavy fermions. sα depends on the ratio of the Yukawa
couplings of T-even and T-odd top quarks. [106] This parameter enters the top quark
mass as well as couplings involving standard and heavy top quarks.
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RH-Neutrino 
	  

RH-Neutrino 
	  

Little Higgs 
	  

Little Higgs 
	  

KKDM 
	  

KKDM 
	  

Scalar DM 
	  

There can be, however, correlations in the “phenomenological parameters”  

Information on spin-dependent WIMP couplings can prove important to distinguish models 

Belanger, Nezri, Pukhov ‘08 
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Does not leave a good signal (no hard energy deposition for detectors to trigger upon) 

We might not be able to test directly the DM couplings to SM matter (problem for 
estimating the relic abundance) 

MAKES IT DIFFICULT TO TAKE A MODEL INDEPENDENT APPROACH. 

Direct DM production (pp à XX) does not leave a good signal	  

DM annihilation (Early Universe) DM Production in colliders? 

Inverse 
process 

M i s s i n g 
transverse 
energy 

DM signals in colliders (LHC)	  
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Direct DM production (pp à XX) does not leave a good signal	  

Look for jets + extra leptons	  

New coloured particles are produced through 
the interaction with quarks and gluons 	  

E.g., in SUSY dominant production will be in 	  

gg gq qq ~ ~ ~ ~ ~ ~ 

These subsequently decay in lighter particles 
and eventually in the LSP	  

DM signals in colliders (LHC)	  
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[DC: This is another possibility - better? - check Vergados]

(
dσWN

dER

)

SD

=
16G2

FmN

πv2
(J + 1)

J
(ap〈Sp〉+ an〈Sn〉)2

S(ER)

S(0)
, (2.8)

(using d|#q|2 = 2mNdER). The form factor is commonly expressed as a decomposition

into isoscalar, a0 = ap + an, and isovector, a1 = ap − an, couplings

S(q) = a20S00(q) + a0a1S01(q) + a21S11(q) , (2.9)

where the parameters Sij are determined experimentally. [DC: Here goes a brief

comment on the uncertainties or the problems to determine these for some

materials]

For the spin-independent interaction, the nuclear form factor for coherent interac-

tions F 2(q) is a Fourier transform of the nucleon distribution function,

FA(q) =

∫
e−iqxρA(x)d

3x (2.10)

where the label A stands for different nuclei. In this case ρA(x) is normalized such that

FA(0) = 1. We use the Fermi distribution,

ρA(x) =
cnorm

1 + exp[(r −RA)/a]
(2.11)

properly normalized with the previous condition, which gives the Woods-Saxon form

factor. For all nuclei we use

RA = (1.23A1/3 − 0.6) fm (2.12)

for a surface thickness, a = 0.52 fm. [MP: Should we say here that corrections

to this Fermi distribution function, in the inner part, are not important in

the energy range we are working with?]

[DC: Comment on the hadronic uncertainties - Please JHH, MP and

MF take a look at this comment and let me know if you agree] Notice that

uncertainties in the hadronic matrix elements are crucial if we were to determine the

fundamental WIMP-quark couplings in the effective Lagrangian of Eq. (2.4) (since they

can lead to a shift of about an order of magnitude in the predicted σSI
0 [5]). However,

our analysis just aims at determining the ”phenomenological” WIMP parameters and

is therefore not affected by these uncertainties. [JHH: I agree with this paragraph,

and I added Ref. by Ellis about hadronic uncertainty.]
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Parametrization of the form factor 

loss which leads to a suppression in the event rate for heavy WIMPs or nucleons. In general,
we can express the differential cross section as

dσWN

dER
=

mN

2µ2
Nv2

(

σSI
0 F 2

SI(ER) + σSD
0 F 2

SD(ER)
)

, (5)

where σSI, SD
0 are the spin-independent and -dependent cross sections at zero momentum

transfer.
The origin of the different contributions is best understood at the microscopic level, by

analysing the Lagrangian which describes the WIMP interactions with quarks. The contribu-
tions to the spin-independent cross section arise from scalar and vector couplings to quarks,
whereas the spin-dependent part of the cross section originates from axial-vector couplings.
These contributions are characteristic of the particular WIMP candidate (see, e.g., [2]) and
can be potentially useful for their discrimination in direct detection experiments.

2.1 Spin-dependent contribution

The contributions to the spin-dependent (SD) part of the WIMP-nucleus scattering cross
section arise from couplings of the WIMP field to the quark axial current, q̄γµγ5q. For
example, if the WIMP is a (Dirac or Majorana) fermion, such as the lightest neutralino in
supersymmetric models, the Lagrangian can contain the term

L ⊃ αA
q (χ̄γ

µγ5χ)(q̄γµγ5q) . (6)

If the WIMP is a spin 1 field, such as in the case of LKP and LTP, the interaction term is
slightly different,

L ⊃ αA
q ε

µνρσ(Bρ

↔

∂µ Bν)(q̄γ
σγ5q) . (7)

In both cases, the nucleus, N , matrix element reads

〈N |q̄γµγ5q|N〉 = 2λN
q 〈N |JN |N〉 , (8)

where the coefficients λN
q relate the quark spin matrix elements to the angular momentum of

the nucleons. They can be parametrized as

λN
q $

∆(p)
q 〈Sp〉+∆(n)

q 〈Sn〉
J

, (9)

where J is the total angular momentum of the nucleus, the quantities ∆qn are related to

the matrix element of the axial-vector current in a nucleon, 〈n|q̄γµγ5q|n〉 = 2s(n)µ ∆(n)
q , and

〈Sp,n〉 = 〈N |Sp,n|N〉 is the expectation value of the spin content of the proton or neutron
group in the nucleus1. Adding the contributions from the different quarks, it is customary to
define

ap =
∑

q=u,d,s

αA
q√

2GF
∆p

q ; an =
∑

q=u,d,s

αA
q√

2GF
∆n

q , (10)

1These quantities can be determined from simple nuclear models. For example, the single-particle shell
model assumes the nuclear spin is solely due to the spin of the single unpaired proton or neutron, and therefore
vanishes for even nuclei. More accurate results can be obtained by using detailed nuclear calculations.
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model assumes the nuclear spin is solely due to the spin of the single unpaired proton or neutron, and therefore
vanishes for even nuclei. More accurate results can be obtained by using detailed nuclear calculations.
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Bounds depend on the DM effective 
operators to fermions	  

Tevatron data	  
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Figure 3: Left panel: the constraints on the spin-dependent DM-proton scattering cross section for the
up, down and strange (bottom to top solid lines) axial-vector operators. Relevant experimental bounds
are also shown. Right panel: the same as the left panel but for the constraints on the spin-indepedent
DM-neutron scattering cross section.

between the two at high energies. Of the operators under consideration, spin dependent scattering is

caused by the axial vector operator O3. For a complete list of all operators, see [24].

Again, in order to compute the DM scattering cross section off a nucleon, N = p, n, we will need

〈N |O3|N〉, leading to

ONq
3 = ∆N

q

(

N̄γµγ5N
)

(χ̄γµγ5χ)

Λ2
,

with [21]

∆p
u = ∆n

d = 0.842 ± 0.012 ,

∆p
d = ∆n

u = −0.427 ± 0.013 ,

∆p
s = ∆n

s = −0.085 ± 0.018 . (8)

The total cross section is then

σNq
3 =

3µ2

π Λ4
(∆N

q )2 . (9)

The Tevatron limits on spin dependent dark matter scattering for the various operators are shown in

Figure 3 along with limits from XENON10 [4], COUPP [25], PICASSO [26] and ZEPLIN III [27]. For

the DM-proton spin-dependent scattering cross section (left panel) we have found that the Tevatron

limits are stronger than any other direct detection experiments for all three operators. For the DM-

neutron scattering in the right panel, the Tevatron limit is still the best for the up-type quark operator.

Limits for a flavor universal operator are close to those of the pure up operator.

8
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Figure 2: Left panel: the constraints on the spin-indepedent DM-proton scattering cross section.
Relevant experimental bounds are shown as labeled. Right panel: the same as the left panel but for
the constraints on the spin-indepedent DM-neutron scattering cross section.

For the vector operator, O2, f
p
u = fn

d = 2 and fp
d = fn

u = 1 and for all other quarks f = 0. Note

this means that if the DM couples through vector couplings to second and third generation quarks

only then it can never be discovered in direct detection experiments, but can be found using colliders.

At low DM speed the leading contributions to the scattering cross section in each case are

σNq
1 =

µ2

πΛ4
B2

Nq , (6)

σNq
2 =

µ2

πΛ4
f2
Nq , (7)

where µ is the reduced mass of the dark matter-nucleon system. The Tevatron limits on spin inde-

pendent dark matter scattering for the various operators is shown in Figure 2. The recent results

from CoGeNT [7], CDMS [3] and DAMA [6] with and without channeling are also shown in Figure 2.

Note that the limits are slightly different for protons and neutrons simply because they are derived

from proton rather than neutron collisions. The up-type and vector coupling operator are the most

constrained operators. For dark matter with a mass below around 5 GeV, the mono-jet searches at

CDF provide the world-best spin-independent bound.

3.2 Spin dependent

Models in which dark matter scattering is spin dependent are even more constrained by collider

experiments. This is because SD scattering is suppressed relative to SI at low momentum transfer,

because the scattering is not coherent over the whole nucleus, while there is no relative suppresion

7

140	  TAE	  Benasque	  2014	  



Xue et al. 2008	  

Bidin, Carraro, Méndez, Smith 2012	  

Bovy, Tremaine 2012	  

– 15 –

Fig. 2.— The surface density as a function of height using the invalid assumption that
∂V̄ /∂R = 0 (lower black curve) and the more realistic assumption that ∂Vc/∂R = 0 in the
mid-plane (upper black curve). The latter assumption is shown to give a robust lower limit

to the surface density in § 3. The dashed curve shows the effect of reducing the radial scale
length of the tracer from MB12’s value hR = 3.8 kpc to the more likely value of 2 kpc. Also

shown as the gray band is the range of surface densities that results from applying the lower
and upper curves in Figure 1 to correct the approximation that Vc is independent of height;

a similar gray band would apply to the dashed curve. 68% uncertainty intervals on the
observed surface density are shown at a few representative points. The curves representing
estimates of the visible matter (‘VIS’) and the predictions of various dark-matter halo models

(‘OM’,‘SHM’,‘N97’, and ‘MIN’), defined in § 4, are the same as in Figure 1 of MB12.

Observations of the Milky way are also consistent with the existence of DM at our 
position in the Galaxy 

where Mbulge ¼ 1:5 ; 1010 M", c0 ¼ 0:6 kpc, Mdisk ¼ 5 ;
1010 M" , and b ¼ 4 kpc (similar to Smith et al. 2007). The ra-
dial potential for a spherical NFWdensity profile can be expressed
as

!NFW(r) ¼ # 4!G"sr3vir
c3r

ln 1þ cr

rvir

! "
; ð13Þ

where c is a concentration parameter, defined as the ratio of the
virial radius to the scale radius. For standard"CDM cosmogonies
we do not attempt to constrain halo flattening. The parameter "s is
a characteristic density given by

"s ¼
"cr#m#th

3

c3

ln (1þ c)# c=(1þ c)
; ð14Þ

where "cr ¼ 3H2/8!G is the critical density of the universe, #m

is the contribution of matter to the critical density, and #th is the

critical overdensity at virialization. The virial mass can then be
determined from the virial radius using

Mvir ¼
4!

3
"cr#m#thr

3
vir: ð15Þ

For our analysis we adopt #m ¼ 0:3, #th ¼ 340, and H0 ¼
65 km s#1 Mpc#1. Given recent discussions (and doubts raised)
regarding whether the baryons modify the dark matter profile, as
expected from ‘‘adiabatic contraction’’ (Dutton et al. 2007), we
consider both an unaltered and an adiabatically contracted NFW
profile in the fit of !tot.

By fitting the observed Vcir(r) with (rd!/dr)1/2 from !tot(r),
shown as equation (10), we can constrain the halo mass of the
MilkyWay. In this fit, we simply adopt an unaltered NFWprofile
and a present-day relation between the mean value of c andMvir,

log10c ¼ 1:075# 0:12( log10Mvir # 12): ð16Þ

This relation is accurate over the range 11 ' logMvir ' 13 and
is based on the model of Macciò et al. (2007) with #m ¼ 0:3,
#" ¼ 0:7, $8 ¼ 0:9, and ni ¼ 1:0. Therefore, theMvir is derived

Fig. 17.—Same as Fig. 16, but here the circular velocity curves were derived
under the assumption of a contracted NFW profile. The solid line indicates the
best-fit circular velocity curve to the Vcir(r) estimates, while the large symbols
represent the Vcir(r) estimates. The contributions of the adoptedmodel components
(i.e., disk, bulge, and halo) and the circular velocity curves based on the Jeans
equation are plotted in different line styles. Estimates of virial mass,Mvir, virial ra-
dius, rvir , and concentration parameter, c, are labeled on the plots.

Fig. 16.—Circular curve estimates matched by a combination of a stellar
bulge and disk and an unaltered NFW dark matter profile. The solid line
indicates the best-fit circular velocity curve to the Vcir(r) estimates, while the
large symbols represent the Vcir(r) estimates. The contributions of the adopted
model components (i.e., disk, bulge, and halo) and the circular velocity curves
based on the Jeans equation are plotted in different line styles. Estimates of virial
mass, Mvir , virial radius, rvir , and concentration parameter, c, are labeled on the
plots.

MILKY WAY DARK MATTER HALO MASS FROM SDSS 1155No. 2, 2008

The rotation curve is known up to large 
distances 

And, despite some recent flawed analysis 

Observations show that there is need for 
dark matter in the solar neighbourhood 
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Cohen et al. 1207.0800 
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FIG. 2: Regions of 1, 2, and 3 σ significance (filled contours) for θγZ/γγ = arctanNγZ/Nγγ as a function of

mass for the case Nann = 0. The solid lines are contours of Nγγ +NγZ . The best fit point, marked with a

white cross at mχ = 130 GeV and θγZ/γγ = 0, is given in Eq. (7). This figure was made using the masked

data. The analogous plot for the unmasked case is qualitatively the same.

the energy range from 5–200 GeV. The spectrum is well-characterized by a single falling power-law

and a peak at 130 GeV comprised of ∼30 photons.

Figure 2 shows the 1, 2, and 3 σ contours for points in the θγZ/γγ − mχ plane. The best fit

point is marked by the white “X.” There is a clear symmetry in the significance contours, with

regions about 130 and 145 GeV each within 1σ of the best fit model. For the case of a 145 GeV

dark matter, all the photons in the 130 GeV line are due to dark matter annihilation to γZ0
.

Both [13] and [23] note that the presence of two lines at ∼ 130 and 115 GeV is a slightly better

fit to the data; we reproduce the results in [23] when redoing our analysis with the data from [10].

However, for the region of interest analyzed in this work, the data prefer a single line corresponding

to a DM mass of either 130 or 145 GeV, although two lines are consistent within 1 σ.

III. CONTINUUM CONSTRAINT

Now that we have demonstrated the presence of a line (or pair of lines) in the Fermi data

at the Galactic Center, we explore correlated photon signals that are important for a wide class

of models. If the dark matter annihilates to Standard Model particles beyond γγ and/or γZ0
,

additional photons are produced in the decay of these states. The Fermi data has been used

to place constraints on the resulting inclusive photon spectrum using a variety of methods [4–

9, 24, 25]. Currently, the strongest of these bounds comes from a search for γ rays originating from

10 dwarf galaxies in the Milky Way over a 24 month period [6]. For annihilations to W bosons

and mχ � 130 GeV the 95% confidence bound is

σWW v � 10
−25

cm
3/s (Fermi dwarf Galaxy constraint). (8)

The constraint from stacked dwarfs rules out large regions of parameter space for models that can

potentially explain the 130 GeV γ line. In the MSSM, for example, assuming the neutralino makes

up all the dark matter, this constraint rules out all models with
1
2σγZv+σγγv � O

�
10

−28
cm

3/s
�
,

except for wino-bino mixed neutralinos.

4

the Earth limb is in the field of view. We use the class of events designated ULTRACLEAN, which
have a lower effective area but also a lower background than the SOURCE class.

Following [13], we restrict our analysis to the inner 3◦ radius region around the Galactic Center
and neglect possible enhancements from an offset along the plane [13]. Unless explicitly stated,
all results use data where the area within 1 degree of the Galactic Center is masked to reduce
background contributions. We restrict to the energy range 5–200 GeV to minimize uncertainties due
to the point spread function (PSF). The Fermi LAT is designed to measure photons from around
20 MeV to many hundred GeV. The PSF, which encodes the uncertainty in the reconstructed
position in the sky, starts to grow rapidly below a GeV. Specifically, the 68% containment radius
of the PSF is about 0.9◦ at 1 GeV and decreases with energy, approaching ∼ 0.2◦ at high energies.

Appendix A provides the counts per bin for the relevant region of the sky when the inner degree
is both masked and unmasked. The photon counts are given for Nbins = 128 energy bins from
5.1–198 GeV.

B. Fitting The Data

For concreteness, we assume that the signal arises from a WIMP of mass mχ annihilating into
γγ and/or γZ0, thereby producing at most two lines in the photon spectrum at energies

Eγγ = mχ and EγZ = mχ

�
1− m2

Z

4m2
χ

�
. (2)

The WIMP may also annihilate into final states (e.g., W+W−, Z0 Z0, b b, τ+τ−, µ+µ−, etc.) whose
decay products shower and hadronize to produce a continuum photon contribution. Assuming that
the background is a falling power-law parametrized by α,β, the observed photon spectrum expected
from this model is

φ(E) = CEA(E)

�
β

�
E

100 GeV

�−α

+NγγD(E,Eγγ) +NγZD(E,EγZ ) +Nann
dnγ

dE
(E, mχ)

�
, (3)

where Nγγ , NγZ , and Nann are the normalizations of the separate signal components. The function
D(E,Etrue) is the energy dispersion about the true signal energy and is derived using the Fermi
Instrument Response Function (IRF) obtained from the publicly available Science Tools3 — see
Appendix B for a detailed discussion. The normalized differential distributions for different anni-
hilation final states, denoted dnγ/dE, are obtained using Pythia version 8.165 [22] to generate the
spectra. CEA is a corrective factor that accounts for the change in effective area in the 3◦ region
about the Galactic Center, as a function of energy.

For Poisson-distributed data, the best fit values of the parameters α,β, Nγγ , NγZ , and Nann are
obtained by maximizing the likelihood function

lnL(α,β, Nγγ , NγZ , Nann) =
Nbins�

k=1

nk · lnφk − φk − lnnk!, (4)

where nk is the observed photon count and φk =
� Ek

max

Ek
min

φ(E)dE for the kth bin spanning
�
Ek

min, E
k
max

�
. The confidence region about the maximum likelihood, lnLmax, is determined by

lnL ≥ lnLmax −∆ lnL, (5)

3 http://fermi.gsfc.nasa.gov/ssc/data/analysis/
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Fig. 16.— Profile of high-incidence photon (θ > 40 deg) longitude distribution for |b| < 5◦. The 0.5◦ bins have been smoothed by a
3-bin box, and rescaled to arbitrary units of E2.6dN/dE, making the background disk emission constant with E. The background (blue)
is the average in these units for 10 < E < 50 GeV. In each panel, the (non-negative) amplitude of a FWHM! = 1.4◦ Gaussian centered at
" = −1.5 is fit by maximizing the Poisson likelihood. The corresponding number of photons and test statistic (TS) are displayed. The only
energy bin with significant emission is the 124.7-133.4 bin, centered on 129 GeV. See text for discussion of significance. The bin centered
on 113 GeV is not significant by itself, but is compatible with a line strength of 1/3 to 1/2 that of the putative 129 GeV line.

is a cusp of emission in the inner Galaxy – motivates an
unbinned analysis of this region.
In an unbinned analysis, one dispenses with arbitrary

binning choices (size and shift) and instead analyzes in-
dividual photon events. For example, the parameters of
a well defined model may be estimated with no binning
in space or energy. In the absence of a principled model,
a compromise technique is to convolve a finely binned en-

ergy histogram with some kernel and compare profiles of
prospective lines with those expected for a true line, i.e.
the instrumental response convolved with the smoothing
kernel.
In the case of LAT data this allows us to do an in-

teresting reality check. Energy resolution of events at
high incidence angle (θ ∼ 60◦) is a factor of ∼ 2 better
than that of normal-incidence photons, motivating the

12

  23.0 -  24.6 GeV

20 10 0 -10 -20
0

5

10

15
N!=  2.53  TS= 0.56

  24.6 -  26.3 GeV

20 10 0 -10 -20
0

5

10

15
N!=  0.00  TS= 0.00

  26.3 -  28.1 GeV

20 10 0 -10 -20
0

5

10

15
N!=  7.65  TS= 4.45

  28.1 -  30.1 GeV

20 10 0 -10 -20
0

5

10

15
N!=  0.00  TS= 0.00

  30.1 -  32.2 GeV

20 10 0 -10 -20
0

5

10

15
N!=  0.00  TS= 0.00

  32.2 -  34.5 GeV

20 10 0 -10 -20
0

5

10

15
N!=  0.00  TS= 0.00

  34.5 -  36.9 GeV

20 10 0 -10 -20
0

5

10

15
N!=  0.00  TS= 0.00

  36.9 -  39.5 GeV

20 10 0 -10 -20
0

5

10

15
N!=  0.00  TS= 0.00

  39.5 -  42.2 GeV

20 10 0 -10 -20
0

5

10

15
N!=  0.00  TS= 0.00

  42.2 -  45.2 GeV

20 10 0 -10 -20
0

5

10

15
N!=  2.15  TS= 0.72

  45.2 -  48.4 GeV

20 10 0 -10 -20
0

5

10

15
N!=  1.07  TS= 0.20

  48.4 -  51.7 GeV

20 10 0 -10 -20
0

5

10

15
N!=  0.00  TS= 0.00

  51.7 -  55.4 GeV

20 10 0 -10 -20
0

5

10

15
N!=  0.00  TS= 0.00

  55.4 -  59.2 GeV

20 10 0 -10 -20
0

5

10

15
N!=  3.72  TS= 3.27

  59.2 -  63.4 GeV

20 10 0 -10 -20
0

5

10

15
N!=  1.81  TS= 0.94

  63.4 -  67.8 GeV

20 10 0 -10 -20
0

5

10

15
N!=  0.37  TS= 0.04

  67.8 -  72.6 GeV

20 10 0 -10 -20
0

5

10

15
N!=  1.12  TS= 0.63

  72.6 -  77.7 GeV

20 10 0 -10 -20
0

5

10

15
N!=  1.41  TS= 0.80

  77.7 -  83.1 GeV

20 10 0 -10 -20
0

5

10

15
N!=  0.90  TS= 0.45

  83.1 -  88.9 GeV

20 10 0 -10 -20
0

5

10

15
N!=  0.00  TS= 0.00

  88.9 -  95.1 GeV

20 10 0 -10 -20
0

5

10

15
N!=  0.00  TS= 0.00

  95.1 - 101.8 GeV

20 10 0 -10 -20
0

5

10

15
N!=  1.17  TS= 0.88

 101.8 - 108.9 GeV

20 10 0 -10 -20
0

5

10

15
N!=  0.00  TS= 0.00

 108.9 - 116.6 GeV

20 10 0 -10 -20
0

5

10

15
N!=  3.73  TS= 7.73

 116.6 - 124.7 GeV

20 10 0 -10 -20
0

5

10

15
N!=  0.00  TS= 0.00

 124.7 - 133.4 GeV

20 10 0 -10 -20
0

5

10

15
N!= 10.31  TS=32.66

 133.4 - 142.8 GeV

20 10 0 -10 -20
0

5

10

15
N!=  0.83  TS= 0.58

 142.8 - 152.8 GeV

20 10 0 -10 -20
0

5

10

15
N!=  0.00  TS= 0.00

 152.8 - 163.5 GeV

20 10 0 -10 -20
0

5

10

15
N!=  0.00  TS= 0.00

 163.5 - 174.9 GeV

20 10 0 -10 -20
0

5

10

15
N!=  0.00  TS= 0.00

Fig. 16.— Profile of high-incidence photon (θ > 40 deg) longitude distribution for |b| < 5◦. The 0.5◦ bins have been smoothed by a
3-bin box, and rescaled to arbitrary units of E2.6dN/dE, making the background disk emission constant with E. The background (blue)
is the average in these units for 10 < E < 50 GeV. In each panel, the (non-negative) amplitude of a FWHM! = 1.4◦ Gaussian centered at
" = −1.5 is fit by maximizing the Poisson likelihood. The corresponding number of photons and test statistic (TS) are displayed. The only
energy bin with significant emission is the 124.7-133.4 bin, centered on 129 GeV. See text for discussion of significance. The bin centered
on 113 GeV is not significant by itself, but is compatible with a line strength of 1/3 to 1/2 that of the putative 129 GeV line.

is a cusp of emission in the inner Galaxy – motivates an
unbinned analysis of this region.
In an unbinned analysis, one dispenses with arbitrary

binning choices (size and shift) and instead analyzes in-
dividual photon events. For example, the parameters of
a well defined model may be estimated with no binning
in space or energy. In the absence of a principled model,
a compromise technique is to convolve a finely binned en-

ergy histogram with some kernel and compare profiles of
prospective lines with those expected for a true line, i.e.
the instrumental response convolved with the smoothing
kernel.
In the case of LAT data this allows us to do an in-

teresting reality check. Energy resolution of events at
high incidence angle (θ ∼ 60◦) is a factor of ∼ 2 better
than that of normal-incidence photons, motivating the

Finkbeiner ‘12 
Possible hints of a second line at ~110 GeV 
consistent with annihilation into  
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FIG. 2: Regions of 1, 2, and 3 σ significance (filled contours) for θγZ/γγ = arctanNγZ/Nγγ as a function of

mass for the case Nann = 0. The solid lines are contours of Nγγ +NγZ . The best fit point, marked with a

white cross at mχ = 130 GeV and θγZ/γγ = 0, is given in Eq. (7). This figure was made using the masked

data. The analogous plot for the unmasked case is qualitatively the same.

the energy range from 5–200 GeV. The spectrum is well-characterized by a single falling power-law

and a peak at 130 GeV comprised of ∼30 photons.

Figure 2 shows the 1, 2, and 3 σ contours for points in the θγZ/γγ − mχ plane. The best fit

point is marked by the white “X.” There is a clear symmetry in the significance contours, with

regions about 130 and 145 GeV each within 1σ of the best fit model. For the case of a 145 GeV

dark matter, all the photons in the 130 GeV line are due to dark matter annihilation to γZ0
.

Both [13] and [23] note that the presence of two lines at ∼ 130 and 115 GeV is a slightly better

fit to the data; we reproduce the results in [23] when redoing our analysis with the data from [10].

However, for the region of interest analyzed in this work, the data prefer a single line corresponding

to a DM mass of either 130 or 145 GeV, although two lines are consistent within 1 σ.

III. CONTINUUM CONSTRAINT

Now that we have demonstrated the presence of a line (or pair of lines) in the Fermi data

at the Galactic Center, we explore correlated photon signals that are important for a wide class

of models. If the dark matter annihilates to Standard Model particles beyond γγ and/or γZ0
,

additional photons are produced in the decay of these states. The Fermi data has been used

to place constraints on the resulting inclusive photon spectrum using a variety of methods [4–

9, 24, 25]. Currently, the strongest of these bounds comes from a search for γ rays originating from

10 dwarf galaxies in the Milky Way over a 24 month period [6]. For annihilations to W bosons

and mχ � 130 GeV the 95% confidence bound is

σWW v � 10
−25

cm
3/s (Fermi dwarf Galaxy constraint). (8)

The constraint from stacked dwarfs rules out large regions of parameter space for models that can

potentially explain the 130 GeV γ line. In the MSSM, for example, assuming the neutralino makes

up all the dark matter, this constraint rules out all models with
1
2σγZv+σγγv � O

�
10

−28
cm

3/s
�
,

except for wino-bino mixed neutralinos.

Figure 1. Left panel: The black lines show the target regions that are used in the present analysis in
case of the SOURCE event class (the ULTRACLEAN regions are very similar). From top to bottom,
they are respectively optimized for the cored isothermal, the NFW (with α = 1), the Einasto and the
contracted (with α = 1.15, 1.3) DM profiles. The colors indicate the signal-to-background ratio with
arbitrary but common normalization; in Reg2 to Reg5 they are respectively downscaled by factors
(1.6, 3.0, 4.3, 18.8) for better visibility.
Right panel: From top to bottom, the panels show the 20–300 GeV gamma-ray (+ residual CR)
spectra as observed in Reg1 to Reg5 with statistical error bars. The SOURCE and ULTRACLEAN
events are shown in black and magenta, respectively. Dotted lines show power-laws with the indicated
slopes; dashed lines show the EGBG + residual CRs. The vertical gray line indicates E = 129.0 GeV.
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FIG. 1: Illustration of Eq. (4), which relates the mass mχ of
the annihilating particles with the energy of the γ-ray line,for
the case χχ → Pγ, with P = γ,H,Z0. Here mZ is 90.2 GeV,
and as an illustration the Higgs mass has been set to 125 GeV,
indicated by present LHC data [3].

particle P in the final state is

Eγ = mχ

(

1−
m2

P

4m2
χ

)

(3)

or, solving instead for mχ

mχ =
1

2

(

Eγ +
√

m2
P + E2

γ

)

. (4)

This relation is shown in Fig. 1. Assuming that the ob-
served gamma-ray line at 130 GeV is due to the χχ → γγ
process one finds, following the horizontal line, predic-
tions for the location of Hγ and Z0γ lines at 100 GeV
and 114 GeV, respectively. Alternatively, following the
vertical line, one sees that if the observed 130 GeV line
is a result of the χχ → Hγ or Z0γ process, the χ mass
is 155 or 142 GeV, respectively.

γγ Hγ Zγ

γγ 130 100 114

Hγ 155 130 142

Zγ 144 117 130

TABLE I: Predicted γ-ray energies, in GeV, if the 130 GeV
line originates from the process indicated by the row, for the
process given by the respective column.

The predicted energies of all three possible lines, the
ones coming from γγ, Hγ and Z0γ (with mH set to 125

GeV), for all permutations are shown in Table I. It will
depend on the model if all three lines are allowed. In
particular, as a radiative 0 → 0 transition is forbidden
due to gauge invariance and angular momentum conser-
vation, the annihilation to Hγ is not allowed from the
dominant s wave in the Galaxy if χ is a Majorana fermion
or a spin-0 particle [31]. For definiteness, we will in the
following assume that the tentative 130 GeV structure
is due to the γγ line, but we will also compare with the
expectations for the IB effect, to which we now turn.

C. The internal bremsstrahlung effect

The γγ process normally appears in a closed loop con-
taining the various charged particles to which the dark
matter particles couple. This means that it is gener-
ally suppressed by powers of the electromagnetic cou-
pling constant, and the cross section will contain an ex-
plicit factor α2

em. An interesting effect appears, how-
ever, for Majorana fermions already at order αem. It
was early realized that there could be important spectral
features [32], and recently it has been shown that inter-
nal bremsstrahlung (IB) from charged particles in the
t-channel in the annihilations could yield a detectable,
quite sharp ”bump” near the highest energy, i.e., at the
rest mass of one of the annihilating particles moving
slowly (v/c ∼ 10−3) in the Galactic halo [11, 30, 33].
In [34], it was furthermore pointed out that final state
radiation (FSR) often can be estimated by simple, uni-
versal formulas and often gives rise to a very prominent
step in the spectrum at photon energies of Eγ = mχ. The
IB and FSR processes was thoroughly treated in [33] (see
also [11, 30]), and here we summarize the main results.
In Ref. [32] it was shown that the radiative process

χ0χ0 → f f̄γ may circumvent the chiral suppression, i.e.,
the annihilation rate being proportional to m2

f . This
is normally what one would get for annihilation into a
fermion pair from an s-wave initial state [35], as is the
case in lowest order for non-relativistic dark matter Ma-
jorana particles in the Galactic halo. A fermion final
state with an additional photon, f f̄γ, is thus surpris-
ingly not subject to a helicity suppression. The full an-
alytical expressions are lengthy, but simplify in the limit
of mf → 0. Then one finds in the supersymmetric case
[33] for the radiative differential rate, normalized to the
f f̄ rate

dNγ,IB
f

dx
=

∆×
[

4x

µ(µ− 2x)
−

2x

(µ− x)2
−

µ(µ− 2x)

(µ− x)3
log

µ

µ− 2x

]

,

(5)
with

∆ = (1− x)αemQ
2
f
|g̃R|4 + |g̃L|4

64π2

[

m2
χ〈σv〉χχ→ff̄

]−1
,

155 GeV WIMP annihil. into  

Figure 4. Upper sub-panels: the measured events with statistical errors are plotted in black. The
horizontal bars show the best-fit models with (red) and without DM (green), the blue dotted line
indicates the corresponding line flux component alone. In the lower sub-panel we show residuals
after subtracting the model with line contribution. Note that we rebinned the data to fewer bins
after performing the fits in order to produce the plots and calculate the p-value and the reduced
χ2
r
≡ χ2/dof. The counts are listed in Tabs. 1, 2 and 3.
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Can it be explained by a particle DM model?  
Difficult: need small continuum contribution  

A sharp feature in the gamma ray spectrum? 
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However very light WIMPs have not shown up in other experiments 

•  XENON finds no light WIMPs: issues 
with scintillation efficiency (Leff)? 

Gelmini, Gondolo, Bozorgnia, ‘09 ‘10 

CDMS ‘11 

XENON10, XENON100 ‘11-12 

•  CDMS II: A low-energy reanalysis 
of the data is incompatible with 
CoGeNT region  

•  SIMPLE: Further constraints on 
DAMA/LIBRA and CoGeNT regions 

•  DAMA-LIBRA interpretation in terms of channelling is challenged 

SIMPLE ’11-12 

•  CoGeNT: smaller amplitude of the DM modulation signal in second year of data 
Collar in IDM 2012 

•  CRESST: backgrounds from 210Po underestimated? 
Kuzniak, Boulay, Pollmann ‘12 

To finalize: !
 !

Strictly from the point of view of radiation detection, !
this speaker does not know how to reconcile !
DAMA, CoGeNT and CRESST: !
!
Either we are to learn something subtle about !
the halo, couplings, or detector effects, or… !
!
their observations have nothing in common.!
!
!

Finally, in preparation !
(also absence of channeling)!
!
!

?! !

Moving in circles (quite literally)!
!
!

Collar in IDM 2012 
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Neutralino in the MSSM 

The theoretical predictions can be within the range of future experiments	  

Very light Bino-like neutralinos with 
masses ~10 GeV could account for 
the DAMA signal 

Bottino, Donato, Fornengo, Scopel 2008 

This region is currently extremely 
constrained (if not ruled out) by 
current LHC bounds 

LHCb 2012 

Large cross section for a wide range 
of masses 

Ellis, Ferstl, Olive 2005 
Baek, D.G.C., Kim, Ko, Muñoz 2005 

6

Finally, NB0
(s)

→µ+µ− is the number of observed signal

events. The observed numbers of B+ → J/ψK+, B0
s →

J/ψφ and B0 → K+π− candidates are 340 100 ± 4500,
19 040 ± 160 and 10 120 ± 920, respectively. The three
normalization factors are in agreement within the uncer-
tainties and their weighted average, taking correlations
into account, gives αnorm

B0
s→µ+µ− = (3.19 ± 0.28) × 10−10

and αnorm
B0→µ+µ− = (8.38± 0.39)× 10−11.

For each bin in the two-dimensional space formed by
the invariant mass and the BDT we count the number
of candidates observed in the data, and compute the ex-
pected number of signal and background events.

The systematic uncertainties in the background and
signal predictions in each bin are computed by fluctu-
ating the mass and BDT shapes and the normalization
factors along the Gaussian distributions defined by their
associated uncertainties. The inclusion of the systematic
uncertainties increases the B0 → µ+µ− and B0

s → µ+µ−

upper limits by less than ∼ 5%.
The results for B0

s → µ+µ− and B0 → µ+µ− decays,
integrated over all mass bins in the corresponding signal
region, are summarized in Table I. The distribution of
the invariant mass for BDT>0.5 is shown in Fig. 1 for
B0

s → µ+µ− and B0 → µ+µ− candidates.

FIG. 1. Distribution of selected candidates (black points)
in the (left) B0

s → µ+µ− and (right) B0 → µ+µ− mass
window for BDT>0.5, and expectations for, from the top,
B0

(s) → µ+µ− SM signal (gray), combinatorial background

(light gray), B0
(s) → h+h�− background (black), and cross-

feed of the two modes (dark gray). The hatched area depicts
the uncertainty on the sum of the expected contributions.

The compatibility of the observed distribution of
events with that expected for a given branching frac-
tion hypothesis is computed using the CLs method [15].
The method provides CLs+b, a measure of the com-
patibility of the observed distribution with the signal
plus background hypothesis, CLb, a measure of the
compatibility with the background-only hypothesis, and
CLs = CLs+b/CLb.

The expected and observed CLs values are shown in
Fig. 2 for the B0

s → µ+µ− and B0 → µ+µ− channels,
each as a function of the assumed branching fraction.
The expected and measured limits for B0

s → µ+µ− and
B0 → µ+µ− at 90% and 95% CL are shown in Table II.
The expected limits are computed allowing the presence
of B0

(s) → µ+µ− events according to the SM branching
fractions, including cross-feed between the two modes.

The comparison of the distributions of observed
events and expected background events results in a p-
value (1− CLb) of 18% (60%) for the B0

s → µ+µ−

(B0 → µ+µ−) decay, where the CLb values are those cor-
responding to CLs+b = 0.5.

A simultaneous unbinned likelihood fit to the mass pro-
jections in the eight BDT bins has been performed to
determine the B0

s → µ+µ− branching fraction. The sig-
nal fractional yields in BDT bins are constrained to the
BDT fractions calibrated with the B0

(s) → h+h�− sam-

ple. The fit gives B(B0
s → µ+µ−) = (0.8+1.8

−1.3) × 10−9,
where the central value is extracted from the maximum
of the logarithm of the profile likelihood and the uncer-
tainty reflects the interval corresponding to a change of
0.5. Taking the result of the fit as a posterior, with a
positive branching fraction as a flat prior, the probabil-
ity for a measured value to fall between zero and the SM
expectation is 82%, according to the simulation. The
one-sided 90%, 95% CL limits, and the compatibility
with the SM predictions obtained from the likelihood, are
in agreement with the CLs results. The results of a fully
unbinned likelihood fit method are in agreement within
uncorrelated systematic uncertainties. The largest sys-
tematic uncertainty is due to the parametrization of the
combinatorial background BDT.

In summary, a search for the rare decays B0
s → µ+µ−

and B0 → µ+µ− has been performed on a data sam-
ple corresponding to an integrated luminosity of 1.0 fb−1.
These results supersede those of our previous publica-
tion [6] and are statistically independent of those ob-
tained from data collected in 2010 [12]. The data are
consistent with both the background-only hypothesis and
the combined background plus SM signal expectation at
the 1σ level. For these modes we set the most stringent
upper limits to date: B(B0

s → µ+µ−) < 4.5 × 10−9 and
B(B0 → µ+µ−) < 1.03× 10−9 at 95% CL.
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Figure 1: Left: Latest CAST limit on gaγ as a function of ma obtained with the first part the
3
He data reaching

a sensitivity up to 0.64 eV. Right: CAST limits compared to other measurements and bound from theoretical,

astrophysical as well as cosmologically derived upper (HDM). The blue line shows the 95% exclusion limit from

published CAST (vacuum phase and
4
He data). The red line shows the 95% exclusion limit obtained from the

analysis of the 2008
3
He data which has been published in PRL. The Tokyo helioscope limits are also shown. The

yellow band indicates the favoured theoretical region for axion models.

axions),and microwave cavities (dark matter axions). The blue line corresponds to the current

helioscope limits, dominated by CAST for practically all axion masses but for the ma ∼0.85-1

eV exclusion line from the last Tokyo helioscope results
13
. Also shown are the constraints from

horizontal branch (HB) stars, supernova SN1987A, and hot dark matter (HDM). The yellow

”axion band” represents the range of realistic models. The analysis of the data covering masses

up to 1.18 eV is in progress and preliminary results were shown in the presentation.

The collaboration has performed by-product analysis of the data taken, to look for other

axion scenario to which CAST would also be sensitive. The TPC phase I data has been re-

analysed in order look for 14 keV axions coming from M1 transitions
14
. In addition, data taken

with a calorimeter during the phase I, were used to search for high energy (MeV) lines from

high energy axion conversion
15
. Moreover a few days of data were taken with a visible detector

coupled to one end of the CAST magnet
16
, in search for axions with energy in the ”visible”

range. A permanent setup has been installed in the experiment in order to take data without

interfering with the standard program of CAST.

2 Short and long terms prospects: CAST up to 2014 and IAXO

The CAST Collaboration has decided to extend its program up to 2014 in order to profit from

the fact that the Micromegas detectors presently running have a factor 20 better background

level than at the beginning of the experiment in 2002. This fact allows us to consider revisiting

some of the past data taking configurations with enhanced sensitivity to standard Peccei-Quinn

axion models, the main objective of CAST. In 2012 the run is devoted to revisit phase II
4
He

to enhance the sensitivity in the region of around 0.4 eV. This gain in sensitivity is expected

from our current detectors that exhibit much better performances and at the same time the

stepping strategy that will focus on a restricted mass range but with increased statistics per

density step. This will allow to improve our current sensitivity obtained with
4
He run and to

cross the benchmark KSVZ axion models. In parallel we are carrying out an ambitious R & D

program to be ready for 2013 and 2014 where we would like to take data with vacuum in the
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