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Abstract

We present LO, NLO and NNLO sets of parton distribution functions (PDFs) of the

proton determined from global analyses of the available hard scattering data. These

MMHT2014 PDFs supersede the ‘MSTW2008’ parton sets, but are obtained within the

same basic framework. We include a variety of new data sets, from the LHC, updated

Tevatron data and the HERA combined H1 and ZEUS data on the total and charm

structure functions. We also improve the theoretical framework of the previous analysis.

These new PDFs are compared to the ‘MSTW2008’ parton sets. Almost always the

PDFs, and the predictions, are within one standard deviation of those of MSTW2008.

The major changes are the u� d valence quark di↵erence at small x due to an improved

parameterisation and, to a lesser extent, the strange quark PDF due to the e↵ect of some

LHC data and a better treatment of the D ! µ branching ratio. We compare our MMHT

PDF sets with those of other collaborations; in particular with the NNPDF3.0 sets, which

are contemporary with the present analysis.

1 Introduction

The parton distribution functions (PDFs) of the proton are determined from fits to the world

data on deep inelastic and related hard scattering processes, see, for example, [1, 2, 3, 4, 5, 6].

More than five years have elapsed since MSTW published [1] the results of their global PDF

analysis entitled ‘Parton distributions for the LHC’. Since then there have been significant
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MMHT14 PDFs
• New LO, NLO and NNLO PDF sets released - successor to MSTW08.

• Theoretical updates:
‣ Extended parameterization in terms of Chebyshev polynomials (c.f. MSTWCPdeut).
‣ Parameterization of deuteron corrections, parameters determined from fit.
‣ Multiplicative error treatment.
‣ Updated nuclear corrections.
‣ “Optimal” GM-VFNS used.
‣ Various other changes, e.g.                               now input (with error) in fit.Bµ ⌘ B(D ! µ)

• New data:
‣ HERA Run-I updates, not Run-II (wait until combination published).
‣ Tevatron updates (W and Z data).
‣ Range of LHC data (W, Z,      , jets) now included.tt

• MSTW08/MMHT14 differences generally small, with some exceptions 
(mainly from updated theory updates).

Cutoff: data published before 2014

arXiv:1211.1215

3



MMHT14 PDFs

• Error sets with 25 eigenvector pairs available for (close to) best fit           
                                                   at LO, NLO and NNLO respectively. In 
addition, NLO error set available at                             .
↵S(M

2
Z) = 0.135, 0.120, 0.118

• In addition, central fits for short range of        values available:

‣ LO :

‣ NLO:

‣ NNLO:

↵S(M
2
Z) = 0.117, 0.118, 0.119, 0.120, 0.121

↵S(M
2
Z) = 0.117, 0.118, 0.119

• Allows      variation in vicinity of default to be examined, and error to 
be calculated by adding in quadrature.
• Full study of relationship between       and PDFs will be a subject of 
follow-up publication.

↵S

↵S

↵S

↵S(M
2
Z) = 0.118

↵S(M
2
Z) = 0.134, 0.135, 0.136
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Figure 1: MMHT2014 NNLO PDFs at Q2 = 10 GeV2 and Q2 = 104 GeV2, with associated 68%
confidence-level uncertainty bands. The corresponding plot of NLO PDFs is shown in Fig. 20.

distributions.

The outline of the paper is as follows. In Section 2 we describe the improvements that

we have in our theoretical procedures since the MSTW2008 analysis [1] was performed. In

particular, we discuss the parameterisation of the input PDFs, as well as the improved treat-

ments (i) of the deuteron and nuclear corrections, (ii) of the heavy flavour PDFs, (iii) of the

experimental errors of the data, and, (iv) in fitting the neutrino-produced dimuon data. In

Section 3 we discuss the non-LHC data which have been added since the MSTW2008 analysis,

while Section 4 describes the LHC data that are now included in the fit. The latter Section

concentrates on the description of W and Z production data, together with a discussion of the

inclusion of LHC jet production data.

The results of the global analysis can be found in Section 5. This section starts with a

discussion of the treatment of the QCD coupling, and of whether or not to include ↵S(M2
Z)

as a free parameter. We then present the LO, NLO and NNLO PDFs and their uncertainties,

together with the values of the input parameters. These sets of PDFs are the end products of

the analysis – the grids and interpolation code for the PDFs can be found at [12] and will be

available at [13] and a new HepForge [14] project site is foreseen. An example is given in Fig.

1 which shows the NNLO PDFs at scales of Q2 = 10 GeV2 and Q2 = 104 GeV2, including the

associated one-sigma (68%) confidence-level uncertainty bands.

Section 5 also contains a comparison of the NLO and NNLO PDFs with those of MSTW2008

[1]. The quality of the fit to the data at LO is far worse than that at NLO and NNLO, and

is included only for completeness. In Section 6 we make predictions for various benchmark

processes at the LHC, and in Section 7 we discuss other data sets that are becoming available

3

• Available in LHAPDF 5 and 6 and at 

MMHT14 PDFs

http://www.hep.ucl.ac.uk/mmht

where standalone code Fortran code, C++ wrapper, and mathematica 
implementations are also available.
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MMHT14: plans

• Immediate plans:

‣ Detailed study of       variation, globally and for different data sets.
‣ Release of fixed flavour PDFs, study of          dependence.

• Longer term: 

‣ Already published LHC data not included in MMHT14 fit, and more to come.
‣ HERA Run-II combination to be published.
‣ NNLO calculations for differential       (public) and for jets anticipated quite soon.

! Can expect a new PDF release on a                   timescale.

• Other studies in earlier stages:

‣ QED contributions: an update to MRST2004QED.
‣ PDFs at high    : a phenomenological study.x

tt

↵S

O(1 year)

mc,b
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 uncertainty: follow-up study↵S

• In current release, central PDF sets given for short range of            
values (increments of           ). Allows       variation in vicinity of best first 
to be examined for a given observable and for uncertainty to be 
calculated by adding in quadrature.

0.001 ↵S

• Study in preparation: detailed analysis of       variation for individual 
data sets and determination of uncertainty according to dynamical 
tolerance criteria.

↵S

c.f. CTEQ study - arXiv:1004.4624
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: global variation↵S
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MMHT(NNLO))--'F2=1.3 
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Figure 19: The dark arrows indicate the optimal values of ↵S(M2
Z) found in NLO and NNLO fits

of the present analysis (MMHT2014). The dashed arrows are the values found in the MSTW2008
analysis [1]. These are compared to the world average value, which was obtained assuming, for
simplicity, that the NLO and NNLO values are the same – which, in principle, is not the case. The
short arrows indicate the NLO and NNLO values obtained from the present global analyses if the
world average value (obtained without including DIS data) were to be included in the fit. However,
the default values ↵S,NLO = 0.120 and ↵S,NNLO = 0.118 are used for the final MMHT2014 PDF
sets presented here; the values of ��2 are the changes in �2

global in going from the optimal to the
default fit.

This is extremely similar to the value of 0.1202 found in [1]. At NNLO the best value of the

QCD coupling is found to be

↵S,NNLO(M
2
Z) = 0.1172, (27)

again very similar to that of 0.1171 in [1] – to be precise only 0.00015 larger. The di↵erence

between the NLO and NNLO values has decreased slightly. At LO it is di�cult to define an

absolute best fit, but the preferred value of ↵S(M2
Z) is certainly in the vicinity of 0.135, so we

fix it at this value.

It is a matter of considerable debate as to whether one should attempt to extract the value

of ↵S(M2
Z) from PDF fits or simply use it as in input with the value taken from elsewhere – for

example, simply to use the world average value [129]. We believe that useful information on

the coupling can be obtained from PDF fits, and as our extracted values of ↵S(M2
Z) at NLO

and NNLO are quite close to the world average of ↵S(M2
Z) = 0.1185± 0.0006 we regard these

as our best fits. We will discuss the variation with ↵S(M2
Z) and the uncertainty in a PDF fit

determination in a future publication. However, we elaborate slightly here.

38

↵S(M2
Z) = 0.120: best fit

↵S(M2
Z) = 0.118: close to best fit

Consider global        
variation with       ...↵S
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Individual data sets
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NNLO

Comparison with MSTW08. Generally similar, but some differences.
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Uncertainty evaluation
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Z), indicated by the

horizontal dashed lines, is chosen to ensure that all data sets are described within their 68% or
90% C.L. limits defined by Eq. (2).

15

• As in arXiv:0905.3531, use ‘dynamical tolerance’ to determine 
uncertainty on      .
• Upward/downwards variation determined such that all data sets 
are described within their  68% (90%) C.L.

↵S

• Implies that one data set will determine precise upper/lower 
limit, but generally next best limit will be close.
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• In fit,                           is taken (as in data), but with error of            . Final 
values determined from fit are                                                                         
while world average is                                             . Taking this instead of
                                  will effect      error determination.

mt(NLO,NNLO) = 171.7, 174.2 GeV

mt = (173.34± 0.76) GeV

1 GeVmt = 172.5 GeV

• Initial estimate of error on       indicate that     data constrains variation 
in one direction at both NLO and NNLO.

• However, effect of     data on central      value is minimal.

•               correlation under study.

↵S tt

tt ↵S

↵S � tt

↵Smt = (172.5± 1)GeV
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 differential data comparison

• e.g. CMS (Eur.Phys.J. C73, 2339 (2013)) measurement of      production.
• Currently NNLO theory only available for total cross section. Suggestions 
that NLO theory may be deficient for differential  observables      omit from 
fit at current time.
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Figure 29: The CMS di↵erential top quark data as functions of ptT (top pair of plots), of mtt̄ (middle
plots), and of ytt̄ (bottom plots), compared to the predictions of the MSTW2008 PDFs (left) and
MMHT2014 PDFs (right). The dotted lines represent the PDF uncertainties.
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Figure 29: The CMS di↵erential top quark data as functions of ptT (top pair of plots), of mtt̄ (middle
plots), and of ytt̄ (bottom plots), compared to the predictions of the MSTW2008 PDFs (left) and
MMHT2014 PDFs (right). The dotted lines represent the PDF uncertainties.
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Rapidity dist. - described well        dist. - described quite poorly (missing higher orders?)p?

tt

)

tt
• Variety of LHC data being released which are not included in the fit as 
they do not meet cutoff date, or due to theory limitations (or both). 

PDF uncertainties shown
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            differential data comparisonW + c

• CMS W+c data (JHEP 02 (2014) 013) not included, as published in 2014.

become available, before including them in the NNLO analysis. We also note that MSTW2008

PDFs give an excellent description of the higher luminosity 7 TeV ATLAS jet data [146], so

presumably MMHT2014 PDFs will as well.

7.2 W+charm jet production

We also compare to the CMS [145] W plus charm jet data with total cross section on W plus

charm jets, satisfying pjetT > 25 GeV and |⌘jet| < 2.5, for two values of the cut on the W decay

lepton: plepT > 25 GeV and plepT > 35 GeV. The results are shown in Table 13 for the total W +c

cross section and for the ratio R±
c ⌘ �(W+ + c̄ + X)/�(W� + c + X). The predictions are

calculated using MCFM, and we get completely consistent results with the data in [145] when

using the NNLO MSTW 2008 PDFs and mc = 1.5 GeV. However, since the cross section is

calculated at NLO, we use NLO PDFs, and we take our default mass to bemc = 1.4 GeV. (This

change in mass increases the cross sections by about 1%, though a little more in the lower than

the higher plepT bin.) The cross sections are then slightly larger than quoted in [145], but still

below the data. The ratio of c to c̄ production is slightly lower than the data, but consistent.

When using MMHT2014 the cross sections increase by a few percent, and are actually slightly

larger than the data, though well within the data uncertainty. The PDF uncertainty in the

cross section is now very much larger, reflecting the increase in the uncertainty on the total

s+ s̄ production. The ratios are slightly lower, and the uncertainty is very similar to that with

MSTW2008, reflecting the fact that the uncertainty on s � s̄ is essentially unchanged. The

ATLAS measurements [144] are for more exclusive final states, so cannot be directly compared.

However, they appear to be a few percent higher than the CMS measurements. This is in

reasonable disagreement with MSTW2008 PDFs, but appears very likely to be fully consistent

with MMHT2014 PDFs. The ratio, where non-perturbative corrections presumably largely

cancel, is close to 0.90, so is again likely to be very compatible with the MMHT2014 prediction.

GeV data MSTW2008 MMHT2014

�(W + c) plepT > 25 107.7± 3.3(stat.)± 6.9(sys.) 102.8± 1.7 110.2± 8.1

�(W + c) plepT > 35 84.1± 2.0(stat.)± 4.9(sys.) 80.4± 1.4 86.5± 6.5

R±
c plepT > 25 0.954± 0.025(stat.)± 0.004(sys.) 0.937± 0.029 0.924± 0.026

R±
c plepT > 35 0.938± 0.019(stat.)± 0.006(sys.) 0.932± 0.030 0.904± 0.027

Table 13: The values of the total W +c cross section (in pb), and the W+/W� ratio R±
c , measured

by CMS [145], compared with the predictions obtained using MSTW2008 and MMHT2014 NLO
PDFs. The charm jet is subject to the acceptance cuts pjetT > 25 GeV and |⌘jet| < 2.5.

7.3 Di↵erential top-quark-pair data from the LHC

Finally we compare to some recent di↵erential top quark data [143]. The comparison between

NLO theory, with the calculation performed using MCFM [147], and data is shown for both

61

• MMHT14 gives good description of absolute cross section and  
distribution but with large errors (due to          uncertainty).s+ s
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• PDF (and experimental) uncertainties smaller in normalized distributions. 
Description fairly good.
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PDFs with QED contributions
• In era of high precision phenomenology at the LHC: PDFs determined 
to NNLO in QCD an important part of this.
• However at this level of accuracy it is important to properly account for 
electroweak corrections. At LHC can be relevant for a range of processes 
(                                                             ).W , Z, WH, ZH, WW , tt, jets...

            For consistent treatment need PDFs which incorporate QED:!
‣ QED corrections to DGLAP evolution (isospin symmetry broken).
‣ Introduction of photon PDF,                 .

Figure 5: Schematic diagram for the deep inelastic scattering process ep → eγX, which displays
the convolution of γp and σ̂(eγ → eγ) of (17). Besides the s-channel diagram for eγ → eγ that

is shown, there is also a contribution from the diagram with a virtual u-channel electron.

The ZEUS collaboration [19] has recently published a measurement of this cross section:

σ(ep → eγX) = 5.64 ± 0.58 (stat.)
+0.47

−0.72
(syst.) pb. (19)

in electron-proton collisions7 with
√

s = 300 and 318 GeV. The final state cuts are

5 < Eγ
T < 10 GeV , −0.7 < ηγ < 0.9 ,

Q2 > 35 GeV2 , Ee′ > 10 GeV , 139.8◦ < θe′ < 171.8◦ . (20)

It is noted in [19] that neither PYTHIA nor HERWIG can explain the observed rate (underes-

timating the measured cross section by factors of 2 and 8 respectively) or (all of) the kinematic
distributions in Eγ

T , ηγ and Q2.

Using the proton’s photon parton distribution obtained in the previous section and using
the same cuts as in (20), we find

σ(ep → eγX) = 6.2 ± 1.2 pb. (21)

where the error corresponds to varying the factorisation scale in the range Eγ
T /2 < µ < 2Eγ

T

with µ = Eγ
T taken as the central value. The fact that this ‘parameter-free’ prediction agrees

7In fact, the data sample corresponds to a mix of electron and positron beams, but obviously the corre-
sponding theoretical predictions are identical.
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Abstract

We show how the photon input parton distribution function (PDF) may be calculated

with good accuracy, and used in an extended DGLAP global parton analysis in which the

photon is treated as an additional point-like parton. The uncertainty of the input photon

PDF is relatively small, since the major part of the distribution (which is produced by

the coherent emission of the photon from a proton that remains intact) is well known.

We present the expected photon PDFs, and compare the predictions with ZEUS data for

isolated photon electroproduction at negative rapidities.

1 Introduction

Precise parton distribution functions (PDFs) are an essential ingredient in analysing data ob-

tained at high energy hadron colliders, such as the Tevatron and the LHC. In perturbative

QCD the PDFs are now known at next-to-next-to leading order (NNLO). Indeed, with the

current precision, it is important to investigate the e↵ect of electroweak corrections in hadron

collider physics. In particular, the QED contributions have large logarithmic terms, up to

↵log(Q2

/m

2

q

), arising from photons emitted from the incoming quark lines. At high Q

2 scales

these corrections should be resummed. Fortunately the QCD factorisation theorem also applies

to QED, and so the photon-induced logarithms can be absorbed into the PDFs, just as the

↵

s

logQ2 terms are summed by DGLAP evolution. As a consequence the normal DGLAP equa-

tions are slightly modified and a photon parton distribution function of the proton, �p(x,Q2),

is generated. Thus, for example, (at leading order in both ↵

s

and ↵) we have an extra equation

for the evolution of the photon PDF

@�(x,Q2)

@logQ2

=
↵
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PDFs and QED: past work

• MRST2004QED: first set to include QED contributions. Model 
assumed, with               generated by one-photon emission off valence 
quarks at LL:

With the above formalism, it is in principle straightforward to repeat the global NLO or
NNLO (in pQCD) fit. However there is a complication because now we must allow for isospin
symmetry breaking in all the distributions, that is γp ̸= γn ⇒ qp ̸= qn ⇒ gp ̸= gn. This

makes the evolution and fitting significantly more complex, and potentially more than doubles
the number of parameters in the fit, a signficant fraction of which will not be at all well

determined.

Therefore we adopt a simpler approximation which nevertheless contains the essential physics.
Since it turns out that the dominant effect of the QED corrections is the radiation of photons

off high-x quarks we will assume that the isospin-violating effects at the starting scale Q2
0 are

confined to the valence quarks only.

Momentum conservation now reads
∫ 1

0
dx x(up

V + dp
V + γp + S + g) = 1

∫ 1

0
dx x(un

V + dn
V + γn + S + g) = 1 , (4)

where we have assumed that at Q2
0, the sea quarks and gluon are isospin symmetric, i.e. Sp =

Sn = S, gp = gn = g. This symmetry is not preserved by evolution, but is only violated very
weakly.

3 The starting distributions

We next assume that the photon distribution at Q2
0 is that obtained by one-photon emission off

valence (constituent) quarks in the leading-logarithm approximation. This is just a model, of

course, but as long as these distributions are O(α) compared to the starting quark and gluon
distributions, then they have a negligible effect on the quark and gluon evolution. Thus we

take photon starting distributions of the form

γp(x, Q2
0) =

α

2π

[

4

9
log

(

Q2
0

m2
u

)

u0(x) +
1

9
log

(

Q2
0

m2
d

)

d0(x)

]

⊗
1 + (1 − x)2

x

γn(x, Q2
0) =

α

2π

[

4

9
log

(

Q2
0

m2
u

)

d0(x) +
1

9
log

(

Q2
0

m2
d

)

u0(x)

]

⊗
1 + (1 − x)2

x
(5)

where u0 and d0 are ‘valence-like’ distributions of the proton that satisfy
∫ 1

0
dx u0 = 2

∫ 1

0
dx d0 = 2 ,

∫ 1

0
dx x(u0 + d0) = 0.5 . (6)

The following functions have the required properties:3

xu0(x) = 1.273
√

x(1 + 6.463x)(1 − x)3 , xd0(x) = 0.775
√

x(1 + 6.463x)(1 − x)4 . (7)
3These model distributions are simply used to determine the starting distributions of the photon. The global

analysis determines the precise forms of uV and dV at Q2
0.

3

additional freedom from:

‣ Choice of quark mass (current/constituent?).
‣ Model of isospin violation. Naturally generated by evolution but can also 
include at starting scale,      .

• Results compared to ZEUS measurement of isolated photon DIS (found 
to be consistent) but no fit performed.

�(x,Q2)

Q0

18



PDFs and QED: other groups
• NNPDF2.3QED: first attempt at global fit to photon PDF:

‣ No model assumption. General (positive definite) form.
‣                   fitted to DIS only (weakly constrained), combined with NNPDF2.3 and 
then reweighted with LHC data (LHCb low mass DY, ATLAS W, Z and ATLAS high 
mass DY).
‣ At lower    , disagreement with MRST2004QED develops as       increases above  

�(x,Q2)

• Preliminary CTEQ analysis:
‣ ‘Radiative ansatz’, similar to MRST2004QED 
model, but with additional freedom.
‣ Fit performed to ZEUS isolated photon DIS data.
‣ Results consistent with NNPDF2.3QED, but 
lower than MRST2004QED.
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Figure 17: Same as 16 for the NNPDF2.3QED NNLO PDF set.

are given by ⟨χ2⟩ = 25.6±164.4. After reweighting the value becomes ⟨χ2⟩ = 1.117±0.098,
thus showing that the χ2 of indvidual replicas has become on average almost as good as
that of the central reweighted prediction.

A first assessment of the impact of the photon-induced corrections and their effect
on the photon PDF can be obtained by comparing the data to the theoretical prediction
obtained using pure QCD theory and the default NNPDF2.3 set, QCD+QED with the
prior photon PDF, and QED+QCD with the final NNPDF2.3QED set. The comparison
is shown in Figs. 12-15 for the NLO sets (the NNLO results are very similar): in the left
plots we show the QED+QCD prediction obtained using the prior PDF set, and in the
right plots the prediction obtained using the final reweighted sets, compared in both cases
to the pure QCD prediction obtained using DYNNLO and the NNPDF2.3 set. At the W,Z
peak, the impact of QED corrections is quite small, though, in the case of neutral current
production, to which the photon-photon process contributes at Born level, when the prior
photon PDF is used one can see the widening of the uncertainty band due to the large
uncertainty of the photon PDF of Fig. 6. At low or high mass, as one moves away from
the peak, the large uncertainty on the prior photon PDF induces an increasingly large
uncertainty on the theoretical prediction, substantially larger than the data uncertainty.
This means that these data do constrain the photon PDF and indeed after reweighting
the uncertainty is substantially reduced.

The final NNPDF2.3QED photon PDF obtained in the NLO and NNLO fits is re-
spectively shown at Q2

0 = 2 GeV2 in Fig. 16 and Fig. 17. We display individual replicas,
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PDFs and QED: MMHT plans

• Update of MRST2004QED set clearly due, and necessary. 
• MMHT14: currently no EW corrections included in fit (e.g. in ATLAS 
high mass DY, LHCb DY...). Corrections not crucial with current 
experimental precision, but in future this will be less true.

! Decision made to consistently include these in future work as part of 
‘MMHTQED’ set.
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PDFs and QED: MMHT plans

• Difference with NNPDF2.3QED at low     and CTEQ finding that 
‘current mass’ ansatz fails to fit ZEUS data indicates MRST model may 
be too restrictive.
• However, important to use our understanding of (entirely perturbative) 
QED to guide choice, especially as limited constraints currently exist.

! Consider MRST-based model, but with relaxed assumptions, i.e.

With the above formalism, it is in principle straightforward to repeat the global NLO or
NNLO (in pQCD) fit. However there is a complication because now we must allow for isospin
symmetry breaking in all the distributions, that is γp ̸= γn ⇒ qp ̸= qn ⇒ gp ̸= gn. This

makes the evolution and fitting significantly more complex, and potentially more than doubles
the number of parameters in the fit, a signficant fraction of which will not be at all well

determined.

Therefore we adopt a simpler approximation which nevertheless contains the essential physics.
Since it turns out that the dominant effect of the QED corrections is the radiation of photons

off high-x quarks we will assume that the isospin-violating effects at the starting scale Q2
0 are

confined to the valence quarks only.

Momentum conservation now reads
∫ 1

0
dx x(up

V + dp
V + γp + S + g) = 1

∫ 1

0
dx x(un

V + dn
V + γn + S + g) = 1 , (4)

where we have assumed that at Q2
0, the sea quarks and gluon are isospin symmetric, i.e. Sp =

Sn = S, gp = gn = g. This symmetry is not preserved by evolution, but is only violated very
weakly.

3 The starting distributions

We next assume that the photon distribution at Q2
0 is that obtained by one-photon emission off

valence (constituent) quarks in the leading-logarithm approximation. This is just a model, of

course, but as long as these distributions are O(α) compared to the starting quark and gluon
distributions, then they have a negligible effect on the quark and gluon evolution. Thus we

take photon starting distributions of the form

γp(x, Q2
0) =

α

2π

[

4

9
log

(

Q2
0

m2
u

)

u0(x) +
1

9
log

(

Q2
0

m2
d

)

d0(x)

]

⊗
1 + (1 − x)2

x

γn(x, Q2
0) =

α

2π

[

4

9
log

(

Q2
0

m2
u

)

d0(x) +
1

9
log

(

Q2
0

m2
d

)

u0(x)

]

⊗
1 + (1 − x)2

x
(5)

where u0 and d0 are ‘valence-like’ distributions of the proton that satisfy
∫ 1

0
dx u0 = 2

∫ 1

0
dx d0 = 2 ,

∫ 1

0
dx x(u0 + d0) = 0.5 . (6)

The following functions have the required properties:3

xu0(x) = 1.273
√

x(1 + 6.463x)(1 − x)3 , xd0(x) = 0.775
√

x(1 + 6.463x)(1 − x)4 . (7)
3These model distributions are simply used to determine the starting distributions of the photon. The global

analysis determines the precise forms of uV and dV at Q2
0.

3

With               as fit parameters (other freedom also to be explored).mu, md

• Same idea as prelim. CTEQ analysis.

x
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PDFs and QED: other considerations
• Recent paper by Martin and Ryskin suggests other way in which theory 
input may need to be refined.
• Major part of                 (in particular at low    ) comes from ‘coherent’ 
emission, i.e. elastic process, due to EM charge of entire proton. 
Theoretically well understood process.

coherentcoherentp p

p

non-coherent

J J

M > M'

Figure 1: The coherent and incoherent contributions to the photon PDF, �p(x,Q2), corresponding,

respectively, to photon emission directly from the proton and from a quark.

most sensitivity to the low-mass Drell-Yan data [5]. However, the uncertainties observed in the

resulting photon PDFs are huge, especially at low x.

The preliminary CTEQ analysis [3] proceeds di↵erently. CTEQ keep a similar theoretical

form of the distributions �(x,Q2

0

) to that proposed by MRST, but with an arbitrary normal-

isation parameter, which is expressed as the momentum fraction, p
0

(�), carried by the input

photon. They find that the constraint coming from the energy-momentum sum rule is weak

(allowing p

0

(�) to range up to 5%), while to fit the updated ZEUS data for ep ! e�X [6]

requires p

0

(�) ⇠ 0.1 � 0.2%, using the valence quark induced input (3) and allowing for the

extra normalisation parameter.

Unlike the above analyses, here we emphasize that the major part of the input, �p(x,Q2

0

),

especially at low x, comes from the coherent emission of the photon from the ‘elastic’ proton,

which can be calculated theoretically with good accuracy. The process is sketched in Fig. 1.

(The previous analyses are based only on incoherent emission from individual quarks within

the proton.) The uncertainty on our determination �

p(x,Q2

0

) = �

p

coh

+ �

p

incoh

comes essentially

only from the relatively small contribution �

p

incoh

which, from a hadron viewpoint, actually

corresponds to the QED excitations of the proton into higher mass states. However, here,

in Section 3 we adopt the quark viewpoint, and calculate this contribution as the incoherent

emission of photons from quarks within the proton. This contribution turns out to be relatively

small. Therefore, since �p

coh

may be calculated with good accuracy, it means that the uncertainty

in the theoretically determined photon input distributions is expected to be small; essentially

coming from the uncertainty in the ‘extrapolation’ of valence quarks needed to estimate the

contribution to �

p

incoh

coming from the region below the starting scale Q
0

. We will quantify this

uncertainty below.

We summarize the discussion of this Section in Table 1.

3

Group input photon PDF data

MRST [1] model for �p

incoh

predict ep ! e�X

NNPDF [2] freely parametrised fit to LHC Drell-Yan

CTEQ [3] prelim. parametrise with p

0

(�) fit to ep ! e�X

this work calculate �

p

coh

(dominates) predict ep ! e�X

+ model for �p

incoh

Table 1: An outline of the procedure used by the various groups to determine the photon PDF.

3 Improved input distributions for the photon PDFs

Here we will follow the MRST approach, but will use much improved starting distributions for

the photon PDFs of the proton and neutron. Indeed, we have

�

N(x,Q2

0

) = �

N

coh

+ �

N

incoh

(5)

where N = p, n. As discussed above, and sketched in Fig. 1, the contribution �

p

coh

is caused

by coherent photon emission from the proton that remains intact, whereas �
incoh

is due to non-

coherent emission from individual quarks. The coherent emission from the proton is given by

[7]

�

p

coh

(x,Q2

0

) =
↵

QED

2⇡

[1 + (1� x)2]

x

Z |t|<Q

2
0

0

dq

2

t

q

2

t

(q2
t

+ x

2

m

2

p

)2
F

2

1

(t) , (6)

where q

t

is the transverse momentum of the emitted photon and

t = �
q

2

t

+ x

2

m

2

p

1� x

. (7)

F

1

is the electromagnetic proton form factor corresponding to �

µ

at the vertex. For the neutron

we have

�

n

coh

(x,Q2

0

) = 0. (8)

For the non-coherent emission from individual quark lines we use an improved form of (3)

�

p

incoh

(x,Q2

0

) =
↵

2⇡

Z
1

x

dz

z


4

9
u

0

(
x

z

) +
1

9
d

0

(
x

z

)

�
1 + (1� z)2

z

Z
Q

2
0

|tmin|

dt

t�m

2

q

�
1� F

2

1

(t)
�
, (9)

where

t

min

= � x

(1� x)

�
m

2

�

� (1� x)m2

N

�
(10)

accounts for the fact that the lowest possible proton excitation is the �-isobar. The final factor

(1�F

2

1

) in (9) is the probability to have no intact proton in the final state. We have to exclude

an intact proton as its contribution is calculated separately in (6).

4

�(x,Q2) x

arXiv:1406.2118
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PDFs and QED: other considerations
• Coherent contribution about four times as large as incoherent at starting 
scale        large effect.
• Tends to increase               at lower     (recall MRST2004QED already 
larger than NNPDF2.3QED at low    ).

! Will be very interesting to see goodness-of-fit when confronted with 
LHC (and HERA) data.
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Figure 5: The photon PDF at input Q2

0

= 1 GeV2 and after evolution up to Q

2 = 20, 200, and 104

GeV2. The notation of the curves are as in Fig. 2. We have included the prediction of MRST(2004)

[1] for comparison.

Here we evolve using MSTW[9] NLO quarks5. At first sight we might expect the contribution

generated by gluons, via the gluon-photon splitting, to be important, due to the large gluon

PDF, especially at low x. However the value of the NLO splitting function P

(1)

�g

(z) is rather

small6. Moreover, P (1)

�g

(z) is negative at large z. As a result, the inclusion of gluons enlarges

�

p(x,Q2) by less than 2%, and we neglect this e↵ect.

Recall that for the photon PDF of the neutron we have �n

coh

(x,Q2

0

) = 0, and so the input is

given entirely by �

n

incoh

(x,Q2

0

), see Fig. 3. However, the increase in �

n in the evolution up to

Q

2 = 200 GeV2 (which is driven by the final term in (1)) is comparable to that for �p. In Fig.

4 we compare �

p and �

n with the other PDFs at Q2 = 20 GeV2.

In Fig. 5 we show how �

p evolves as Q2 increases from input Q2

0

= 1 to Q

2 = 20, 200 and

5We find that the use of the updated CPdeut parton set of MMSTWW [10] makes a negligible di↵erence.
6We extract the splitting function as the term proportional to CFNf from the known P (1)

gg (z) splitting [11].
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[1] for comparison.

Here we evolve using MSTW[9] NLO quarks5. At first sight we might expect the contribution

generated by gluons, via the gluon-photon splitting, to be important, due to the large gluon

PDF, especially at low x. However the value of the NLO splitting function P

(1)
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(z) is rather

small6. Moreover, P (1)

�g

(z) is negative at large z. As a result, the inclusion of gluons enlarges

�

p(x,Q2) by less than 2%, and we neglect this e↵ect.

Recall that for the photon PDF of the neutron we have �n
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(x,Q2
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) = 0, and so the input is

given entirely by �
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(x,Q2

0

), see Fig. 3. However, the increase in �

n in the evolution up to

Q

2 = 200 GeV2 (which is driven by the final term in (1)) is comparable to that for �p. In Fig.

4 we compare �

p and �

n with the other PDFs at Q2 = 20 GeV2.

In Fig. 5 we show how �

p evolves as Q2 increases from input Q2

0

= 1 to Q

2 = 20, 200 and

5We find that the use of the updated CPdeut parton set of MMSTWW [10] makes a negligible di↵erence.
6We extract the splitting function as the term proportional to CFNf from the known P (1)

gg (z) splitting [11].
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• H1 and ZEUS have measurements of isolated photon DIS

ep ! e� +X

Figure 5: Schematic diagram for the deep inelastic scattering process ep → eγX, which displays
the convolution of γp and σ̂(eγ → eγ) of (17). Besides the s-channel diagram for eγ → eγ that

is shown, there is also a contribution from the diagram with a virtual u-channel electron.

The ZEUS collaboration [19] has recently published a measurement of this cross section:

σ(ep → eγX) = 5.64 ± 0.58 (stat.)
+0.47

−0.72
(syst.) pb. (19)

in electron-proton collisions7 with
√

s = 300 and 318 GeV. The final state cuts are

5 < Eγ
T < 10 GeV , −0.7 < ηγ < 0.9 ,

Q2 > 35 GeV2 , Ee′ > 10 GeV , 139.8◦ < θe′ < 171.8◦ . (20)

It is noted in [19] that neither PYTHIA nor HERWIG can explain the observed rate (underes-

timating the measured cross section by factors of 2 and 8 respectively) or (all of) the kinematic
distributions in Eγ

T , ηγ and Q2.

Using the proton’s photon parton distribution obtained in the previous section and using
the same cuts as in (20), we find

σ(ep → eγX) = 6.2 ± 1.2 pb. (21)

where the error corresponds to varying the factorisation scale in the range Eγ
T /2 < µ < 2Eγ

T

with µ = Eγ
T taken as the central value. The fact that this ‘parameter-free’ prediction agrees

7In fact, the data sample corresponds to a mix of electron and positron beams, but obviously the corre-
sponding theoretical predictions are identical.

12

•                contribution enters at LO in    . Can give important constraint.

Subprocess contributions:!
!
LL   Emission off Lepton line   !
        Both quark-initiated and photon-initiated!
             contributions are           if !
        Collinear divergence cancels (in d=4-2ε) by treating as!

             NLO in      with !
!
QQ  Emission off Quark line  !
        Has final-state quark-photon collinear singularity!

QL   Interference term  !
        Negligible < about 1% (but still included)!

Previous calculations: !
         quark-initiated only – (GGP) Gehrmann-De Ridder, Gehrmann, Poulson, PRL 96, 132002 (2006)!

         photon initiated only – (MRST), Martin, Roberts, Stirling, Thorne, Eur. Phys. J. C 39, 155 (2005)! 13 

ep→ eγ + X

γ (x) ~α~α 3

α γ bare (x) = γ (x)+
4π( )

ε

ε
Γ(1+ε)

α

2π
Pγq q( )(x) (MSbar)!

e
γ

e’

• Emission from quark line must also be included (large uncertainty - 
scale dep., quark fragmentation function), although at large negative       
and high photon       the photon-initiated dominates.

�(x,Q2) ↵

⌘

E?

PDFs and QED: HERA
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PDFs and QED: LHC
• Wide range of EW gauge boson production data at the LHC

‣ ATLAS 
‣ ATLAS high mass DY
‣ CMS double differential DY
‣ LHCb forward DY
‣ ...
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Figure 6: The DY rapidity spectrum normalized to the Z-peak region (1/sZ d2s/d|y|), plot-
ted for different mass regions within the detector acceptance, as measured and as predicted
by NLO FEWZ+CT10 PDF and NNLO FEWZ+CT10 PDF calculations. There are six mass bins
between 20 and 1500 GeV, from left to right and from top to bottom. The uncertainty bands
in the theoretical predictions combine the statistical and the PDF uncertainties (shaded bands).
The statistical component is negligible. The smaller plots show the ratio of data to theoretical
expectation.

• Constraints from other processes (e.g.         ) to be considered.
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Figure 4: The DY dilepton rapidity distribution ds/d|y| within the detector acceptance, plotted
for different mass ranges, as measured in the combined dilepton channel and as predicted by
NNLO FEWZ 3.1 with CT10 PDF and NNLO NNPDF2.1 PDF calculations. There are six mass
bins between 20 and 1500 GeV, from left to right and from top to bottom. The uncertainty bands
in the theoretical predictions combine the statistical and PDF uncertainties (shaded bands); the
latter contributions are dominant.

Precision increasing

WW

W,Z
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PDF uncertainties at high 
x

• By end of LS3 anticipate                    of integrated lumi. collected.
• HL-LHC : a further                      projected.
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Figure 1: Estimate of the system mass (e.g. mZ0 or 2mg̃) that can be
probed in BSM searches at the 14 TeV LHC with 300 or 3000 fb�1,
as a function of the system mass probed so far for a given search with
8 TeV collisions and 20 fb�1. The estimate has been obtained by
determining the system mass at

p
s = 14 TeV for which the number

of events is equal to that produced at
p
s = 8 TeV, assuming that

cross sections scale with the inverse squared system mass and with
partonic luminosities. The exact results depend on the relevant
partonic scattering channel, as represented by the di↵erent lines
(⌃ =

P
i(qi+ q̄i)), and the bands cover the spread of those di↵erent

partonic channels.

instability, due to the top quark, suggests light top partner particles, either as equal spin partners
in composite Higgs models or as fermionic partners (“stops”) in supersymmetric models. Typically
production cross sections for top partners are small, and so searches benefit substantially from the HL-
LHC.

Supersymmetry of course brings a number of other classes of new particle. Among them, one can
mention additional scalar particles that extend the standard-model Higgs doublet, which also have small
production cross sections. Such extended Higgs sectors are not unique to supersymmetry, being present in
non-minimal composite Higgs models, or own their own, for example in the two Higgs doublet extension
of the SM.

A generically important class of processes with low cross sections is those involving electroweak cou-
plings, leading to cross sections two to three orders of magnitude smaller than generic QCD cross-sections.
In particular, EW BSM processes could see large relative increases in mass reach at high luminosity. The
most important candidate particles are supersymmetric EW gauge- and Higgs-boson partners and EW
spin 1 resonances. Such processes may also cast light on the nature of dark matter which could manifest
itself as missing energy at the LHC. Dark matter particles can be produced as the lightest stable BSM
particles at the end of a decay chain, or through e↵ective higher-dimensional interactions in the case of
heavy messengers. The HL-LHC therefore provides an opportunity to complement direct and indirect
detection strategies by significantly increasing the sensitivity to dark matter production.

A complementary window on BSM physics is provided by flavour studies. The masses and mixings
of quarks and leptons exhibit large and unexplained hierarchies — unlike in the gauge and Higgs sector
where all couplings are of similar order. Further, in BSM models, the flavour sector is generally only
approximately aligned with the SM mass matrices, and one therefore expects deviations in precision
flavour observables. Flavour probes are ‘indirect’: they test the virtual e↵ects of new particles, which
can be observable even for particle masses much above the TeV scale. Past measurements have shown
good agreement within SM predictions and theoretically clean processes are of high importance. HL-LHC
allows measurements of clean ratios of flavour changing neutral current (FCNC) processes which together

3

Mass reach for heavy objects set to increase 
significantly.

• In this case, a reliable determination of PDFs 
out to                                   will be high priority.
• Currently far from being realized: little 
constraint in the higher    region.

x ⇠ 0.6, Q ⇠ 1TeV

x

! Need to include as much high       and/or 
forward    data as possible.

p?

y
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NLO, ATLAS jets (7 TeV), 1.2 < |y| < 2.1
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Figure 1: The fit quality for the ATLAS 7 TeV jet data in various rapidity interval 1.2 < |y| < 2.1

[10] at NLO. The red points represent unshifted data and theory, and the black points (clustering

around Data/Theory=1) correspond to data and theory shifted using correlated systematics.

eq.(2), The MMHT global fit finds S ⇠ (1� x)12 at input, that is very small at high x. On the

other hand the NNPDF basis (their eq.(8)) always contains valence quark distributions. They

use the preprocessing factors

PDFi ⇠ (1� x)�i (1)

defined in their eq.(9), where the �i are found to lie in the range given in their Table 6. We see

that even the highest value of a �i is only 5.45 or 5.20, then only for the gluon. It is therefore

perhaps not surprising that the NNPDF up quark sea starts to greatly exceed MMHT even for

x ⇠ 0.3, see Fig.31 of MMHT. Of course the region x

>⇠ 0.3 is just where the sea has little data

constraints.

Lucian, would it be possible to make your NNPDF3.0/MMHT comparison type plots for

the g and for the light quark sea for 0.01 < x < 1 for Q2 = 104 GeV2, showing what is expected

to be large percentage di↵erences at larger x.

Also please make parton luminosity comparison plots, where the luminosity

Lij =

Z 1

⌧

dx

x

xfi(x,M
2)

⌧

x

fj

⇣
⌧

x

,M

2
⌘
, (2)

with ⌧ ⌘ M

2
/s, for Lgg, Lqq̄, Lqg and Lqq versus M for M in the range 200 GeV <⇠ M

<⇠ 5

TeV. For q take the light quark sea, that is qq̄ is
P

qq̄ etc. Perhaps do these plots for bothp
s = 8 TeV and 14 TeV.

Plots of Lgg/Lqq. Lqq̄/Lqq and Lqg/Lqq versus M for MMHT might also be illuminating.

You (or Robert or Patrick) may have better ideas to show what is going on at large x, and

to exhibit the present PDF uncertainties.

2

x ⇠ 0.6

p?

Figure 1: The transverse energy distribution of the photon in Wγ production, computed at NLO
(dashes) and NNLO (solid) compared to the ATLAS data. The middle panel shows the ratio
DATA/THEORY. The lower panel shows the ratio NNLO/NLO.

for qq̄ → ZZ → 4l will open the possibility of detailed phenomenological studies at NNLO.
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• ATLAS High       jet data: samples out      
to               but uncertainties large.

• Other processes:           
W�, ZZ, WW , forward tt...

Rhorry’s talk

arXiv:1407.1618

ZZ W�

• Care needed not to hide new physics.          
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• Compare MMHT14 and NNPDF3.0 for gluon and light quark sea:

‣ Gluon : sizable uncertainties enter above               .    
‣ Light quark sea : nowhere near as bad (already constrained by e.g.      rapidity data).

x ⇠ 0.3

Z

• MMHT14 parameterise in terms of sea                                   , NNPDF in terms of 
valence quarks                                                              and other quark combinations.

at the LHC which constrain the PDFs, but that are not included in the present global fit; we

refer to dijet and W + c production and to the top quark di↵erential distributions. In Section 8

we compare our MMHT PDFs with those of the very recent NNPDF3.0 analysis [15], and also

with older sets of PDFs of other collaborations. In Section 9 we present our Conclusions.

2 Changes in the theoretical procedures

In this Section, we list the changes in our theoretical description of the data, from that used

in the MSTW analysis [1]. We also glance ahead to mention some of the main e↵ects on the

resulting PDFs.

2.1 Input distributions

As is clear from the discussion in the Introduction, one improvement is to use parameterisations

for the input distributions based on Chebyshev polynomials. Following the detailed study in

[11], we take for most PDFs a parameterisation of the form

xf(x,Q2
0) = A(1� x)⌘x�

 
1 +

nX

i=1

aiTi(y(x))

!
, (1)

where the Ti(y) are Chebyshev polynomials in y, with y = 1� 2xk where we take k = 0.5 and

n = 4. The global fit determines the values of the set of parameters A, �, ⌘, ai for each PDF,

namely for f = uV , dV , S, s+, where S is the light-quark sea distribution

S ⌘ 2(ū+ d̄) + s+ s̄. (2)

For s+ ⌘ s + s̄ we set �+ = �S. As argued in [1] the sea quarks at very low x are governed

almost entirely by perturbative evolution, which is flavour independent, and any di↵erence in

the shape at very low x is very quickly washed out. Hence, we choose to assume that this

universality in the very low x shape is already evident at input. For s+ we also set the third

and fourth Chebyshev polynomials to be the same as for the light sea, as there is not enough

data which can constrain the strange quark, while leaving all four parameters in the polynomial

free leads to instabilities.

We still have to specify the parameterisations of the gluon and of the di↵erences d̄� ū and

s� s̄. For the parameterisation of � ⌘ d̄� ū we set ⌘� = ⌘S + 2, and use a parameterisation

x�(x,Q2
0) = A(1� x)⌘x�

�
1 + �x+ ✏x2

�
. (3)

The (poorly determined) strange quark di↵erence is taken to have a simpler input form than

that in (1). That is

s� ⌘ x(s� s̄) = A(1� x)⌘x�(1� x/x0) (4)

4

in terms of the following set of basis functions for quark and antiquark PDFs:

Σ(x,Q2
0) =

(

u+ ū+ d+ d̄+ s+ s̄
)

(x,Q2
0)

T3(x,Q
2
0) =

(

u+ ū− d− d̄
)

(x,Q2
0)

V (x,Q2
0) =

(

u− ū+ d− d̄+ s− s̄
)

(x,Q2
0)

∆S(x,Q
2
0) =

(

d̄− ū
)

(x,Q2
0) (7)

s+(x,Q2
0) = (s+ s̄) (x,Q2

0)

s−(x,Q2
0) = (s− s̄) (x,Q2

0) ,

and then the gluon PDF g(x,Q2
0). This basis was chosen because it directly relates physical ob-

servables to PDFs, by making the leading order expression of some physical observables in terms
of the basis functions particularly simple: for example, T3 is directly related to the difference in
proton and deuteron deep-inelastic structure functions F p

2 − F d
2 , and ∆S is simply expressed in

terms of Drell-Yan production in proton-proton and proton-deuteron collisions, for which there
is data for example from the E866 experiment.

With the widening of the experimental dataset in NNPDF3.0, there is little reason to favor
any particular PDF combination based on data, and thus we prefer to choose the basis that
diagonalizes the DGLAP evolution equations. We emphasize that the only purpose of such
choices is to speed up the minimization while leaving results unaffected: independence of our
results of this basis change will be checked explicitly in Sects. 4.5.3 and 5 below. The default
basis in the NNPDF3.0 fits is thus

Σ(x,Q2
0) =

(

u+ ū+ d+ d̄+ s+ s̄
)

(x,Q2
0)

T3(x,Q
2
0) =

(

u+ ū− d− d̄
)

(x,Q2
0)

T8(x,Q
2
0) =

(

u+ ū+ d+ d̄− 2s− 2s̄
)

(x,Q2
0) (8)

V (x,Q2
0) =

(

u− ū+ d− d̄+ s− s̄
)

(x,Q2
0)

V3(x,Q
2
0) =

(

u− ū− d+ d̄
)

(x,Q2
0)

V8(x,Q
2
0) =

(

u− ū+ d− d̄− 2s+ 2s̄
)

(x,Q2
0),

and of course the gluon. Here, as in previous NNPDF fits, we do not introduce an independent
parametrization for the charm and anticharm PDFs (intrinsic charm). However we do plan to
do in the near future.

As in all previous NNPDF fits, each basis PDF at the reference scale is parametrized in terms
of a neural network (specifically a multi-layer feed-forward perceptron) times a preprocessing
factor:

fi(x,Q0) = Aif̂i(x,Q0); f̂i(x,Q0) = x−αi(1− x)βi NNi(x) (9)

where Ai is an overall normalization constant, and fi and f̂i denote the normalized and un-
normalized PDF respectively. The preprocessing term x−αi(1−x)βi is simply there to speed up
the minimization, without biasing the fit. We now discuss the overall normalizations Ai, while
the preprocessing will be addressed in Sect. 3.2.2 below.

Out of the seven normalization constants, Ai in Eq. (9), three can be constrained by the
valence sum rules (for up, down and strange quarks) and another by the momentum sum rule.
Which particular combinations depends of course of the choice of basis. With the default

27

• MMHT14 find                        while preprocessing factors for NNPDF have much smaller 
exponents        MMHT sea quark falls faster at high   . However everything well within 
(large) uncertainties.

S ⇠ (1� x)12

) x
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Conclusions

• New MMHT14 PDFs publicly available. Include range of theoretical 

improvements and fit to further data (inc. LHC). Error sets released at 

LO, NLO and NNLO, and central sets for small range of      values.

• Immediate plans: detailed study of       variation, release of fixed flavour 

PDFs.

• Longer term: further release planned (already range of newer LHC data 

to include, HERA Run-II comb., and NNLO jets/    differential 

anticipated). 

• Other plans: PDF set including QED contributions, study of PDFs at 

high    , studies using                 interface (not discussed here).
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