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What is APPLgrid?

• Can be used for fast cross section production with pre-existing grids 

• Arbitrary renormalisation and factorisation scale variation

• Arbitrary beam-energy rescaling

• Different PDF sets

• Any number of multiplicative corrections can be stored and applied 
in the the grid

• Allows different input PDFs for each incoming hadron

• Can be used by the user to generate custom grids for different cross 
sections and processes

2

• Currently available interfaces for ...

• NLOjet++ for jet production

• All processes in MCFM: Electroweak boson production, heavy flavour production, boson + jet production (plus generic 
interface for all remaining processes)

• All fixed order NLO processes in aMC@NLO, using the aMCfast interface, arXiv:1406.7693

• Sherpa for fixed NLO processes using MCgrid, arxiv:1312.4460  -  in addition an independent native APPLgrid - 
Sherpa interface is available

• Currently working on an interface to DYNNLO for EW boson production at NNLO

• In the past we have also toyed with interfaces to JETRAD (NLO) and Vrap (NNLO) 

• APPLgrid is a fully open source package to build a library of C++ utility classes for performing fast (N)NLO convolutions with 
PDFs (with an optional FORTRAN interface)

• It uses a customised grid storage for reduced memory usage  

http://amcfast.hepforge.org/
http://amcfast.hepforge.org/
http://arxiv.org/pdf/1406.7693.pdf
http://arxiv.org/pdf/1406.7693.pdf
http://arxiv.org/abs/1312.4460
http://arxiv.org/abs/1312.4460
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applgrid.hepforge.org
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applgrid.hepforge.org

http://applgrid.hepforge.org
http://applgrid.hepforge.org
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downloads.htm

4

http://applgrid.hepforge.org/downloads.htm
http://applgrid.hepforge.org/downloads.htm
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Open Source

5
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MCFM
• Current version 6.8 tested with W, Z production, QQ production (bbar, ttbar) W, Z + jets, W+c, prompt photon production 

• Since W and Z production in APPLgrid has been around for a good while and is well known - won't discuss here

• Due largely to the efforts of Pavel Starovoitov and Alberto Guffanti since version MCFM 6.7, modifications required to 
interface with APPLgrid have been included in the standard MCFM - no longer any need for a custom version

• This is partly possible because of a new paradigm for the interface with MCFM 

• Non obtrusive hook functions based on null function pointers that can be left compiled into the standard MCFM code

• New bridge package that includes a setup function which initialises the hook functions to external filling routines ...

• APPLgrid interface included, or excluded simply by linking against the APPLgrid libraries, without requiring any 
recompilation ...

• If you don't link against the APPLgrid libraries you get standard MCFM, no MCFM code needs to be compiled 

• You do however, need to patch your initial MCFM installation with files from a small patch archive before compilation 

• This additionally improves on the Makefile from the standard MCFM installation

• In addition, includes a patch from John Campbell to treat dynamic scale for top production 

• (Incidentally, this paradigm is also used to great success in the aMCfast interface for aMC@NLO)  

6
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Current MCFM status ...
• All MCFM processes, in principle now included 

• Those that we have (personally) verified ...   

• EW Boson production ...

• Inclusive W± production   (processes 1, 6)

• W± + jet production        (processes 11, 15) 

• Inclusive Z production    (process 31)

• Z + jet production           (processes 41-43)

• Prompt photon production   (processes 280 - 286) - including fragmentation

• Heavy flavour ...

• ttbar production (semi-leptonic decay) with/without spin correlations (proc. 141, 142, 144, 145 )

• ttbar production (hadronic decay), with radiative corrections in t/W decays etc  (proc. 146 - 151 )

• Inclusive ttbar production    (157)

• Inclusive bbar production    (158) 

• Inclusive ccbar production  (159)

• Combined EW+heavy flavour …

• W± + c production   (processes 13-16)

7



M Sutton - APPLgrid progress and plans

   PDFs for the LHC - Benasque 19th February 2015

MCFM top - dynamic scale patch

• Without the patch, small ~ 2% non-closure of the top cross section at high pT

• With the patch closes to better than 0.1%

8
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Just a selection of interesting processes ...

• W+charm production implemented and well tested 

• Bare charm - for realistic comparison with experimental 
fiducial data some model of hadronisation is required 

9
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Prompt photon production
• Prompt photon production at NLO + LO fragmentation process

• Small non-closure at the level of 0.02%

• Some validation underway: NLO+NLO fragmentation contribution available from JetPhox - calculating LO → NLO 
fragmentation k-factors
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• For any new subprocess, reducing the number of contributing processes from the most general (non-top) 11 × 11 processes 
is non trivial

• Needs knowledge of which terms in the matrix elements are truly independent

• Gradually moving to a generic implementation of all PDF combinations which can be specified by simple configuration file, 
eg  for W- production can have 6 different processes 

• This can be represented in the configuration file simply as  

• Once a grid has been constructed using such a file, the information is encoded in the grid itself 

• This information is produced automatically for aMC@NLO, so these tables are created in memory and used during grid 
construction so that the equivalent files need never be written 
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Generic subprocess

11

1 6 (d, c̄) (d, ū) (s, c̄) (s, ū) (b, c̄) (b, ū)
2 6 (c̄, d) (ū, d) (c̄, s) (ū, s) (c̄, b) (ū, b)
3 5 (d, g) (u, g) (s, g) (c, g) (b, g)
4 5 (d̄, g) (ū, g) (s̄, g) (c̄, g) (b̄, g)
5 5 (g, d) (g, u) (g, s) (g, c) (g, b)
6 5 (g, d̄) (g, ū) (g, s̄) (g, c̄) (g, b̄)

1
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Generic subprocesses
• For generic calculations, can use a representative basic configuration containing 11 × 11 (non-top) subprocesses 

• This is rather too large for general use, so that we have a feature of the grids that can reduce this to the smallest number of 
unique subprocesses

• For example, for inclusive photon production with 121 processes, these can be reduced to 6 subprocesses for LO and 33 for 
NLO

• NB: This may not be the minimal number for which symmetries of the matrix elements could be used, but it is a significant 
reduction none-the-less

12
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Sherpa - Native APPLgrid - Sherpa interface 

• Uses the native Sherpa output ntuple: Tancredi Carli, Cameron Embree MS

• Uses the generic process decomposition 

• Can be used for any fixed order NLO sherpa process

• Caveat: when generating weights for individual parton-parton subprocesses, in order to get agreement with reference at low 
statistics, need to use the full 121 parton-parton luminosities

• Imposing known symmetries in the matrix element to fill the grid with fewer subprocesses provides more precise grids, 
but at the cost of better than statistical agreement with the reference histogram at low statistics

13

ttbar production 
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; scale dependence determination agrees within permille level X
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Ste↵en Schumann MCnetITN activities Göttingen

Inclusive jets at the LHC

• Written by Del Debbio, Hartland and Schumann   
arXiv:1312.4460. http://mcgrid.hepforge.org

• Available for all fixed order NLO processes using 
the generic PDF decomposition

• MCgrid works as a Rivet plugin using the HepMC 
event record
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MCgrid Sherpa interface - Del Debbio et al

14

from the MCgrid paper

Plot from Enrico Bothmann

Inclusive jets in the ttbar event

http://arxiv.org/abs/1312.4460
http://arxiv.org/abs/1312.4460
http://mcgrid.hepforge.org
http://mcgrid.hepforge.org
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• Valerio Bertone, Rik Frederix, Stefano Frixione, Juan Rojo, MS

http://amcfast.hepforge.org/
http://amcfast.hepforge.org/


• Implementation of aMC@NLO standalone calculations uses 4 sets of weights - one at tree level and three for the NLO part

• Minor internal modifications to the grid class to make use of additional weight grids 

• Implements all fixed order NLO calculations within aMC@NLO

• Using generic subprocesses automatically configured using the information provided by aMC@NLO and the new "MCFM" 
interface paradigm discussed earlier 

• Makes extensive use of the grid combination utilities to combine grids after generation

M Sutton - APPLgrid progress and plans
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aMCFast interface MC@NLO interface 

16

d� = ↵s(Q)

n


WB

+

↵s(Q)


W 0

+WR
log

µR

Q
+WF

log

µF

Q

� �



M Sutton - APPLgrid progress and plans

   PDFs for the LHC - Benasque 19th February 2015

aMCfast interface to aMC@NLO

• More details in presentation from Valerio

17

Figure 7: As in fig. 1, for the rapidity of the Zbb̄ system, in Zbb̄ hadroproduction.

Figure 8: As in fig. 7, for the transverse momentum of the bb̄ pair.

(shown in fig. 8). As in the previous cases, we observe no significant deviations of the reconstructed
from the reference predictions.

3.6 W production in association with charm quarks

The final representative example of an LHC process of interest for PDF fits that we discuss in this
work is the hadroproduction of W bosons in association with charm quarks. This process is directly
sensitive to the PDF of the strange quark (see e.g. refs. [82,83]), which among the light-quark PDFs
is the most poorly determined. In the majority of global PDF fits, the strange PDF is constrained
by neutrino data [84–86] (in particular by the so-called dimuon process, i.e. charm production in
charged-current DIS). The use of neutrino DIS data in PDF fits has several drawbacks, such as the
need to model charm fragmentation, and to understand charm-quark mass effects at low scales.

It is therefore quite interesting that Wc hadron-collider data provide one with a clean and robust
independent check of the strange PDF determined elsewhere. In addition to that, the differences in

24

Figure 6: As in fig. 5, for the lepton-pair invariant mass.

For the aMCfast validation we have chosen the transverse momentum of the lepton pair and its
invariant mass, pT (µ+µ−) and M(µ+µ−), which we display in figs. 5 and 6 respectively. The latter
clearly shows the small-M enhancement due to the presence of an intermediate photon. In the former,
the feature around pT (µ+µ−) ∼ 30 GeV is due to the presence of a sharp kinematic threshold only
at the Born level (induced by the pT (j) cut), which causes this region to be infrared-sensitive [79].
Although this is an issue from the physics point of view for perturbative calculations, it does not
pose any problems for the reconstruction through interpolating grids. We observe again an excellent
agreement between the reference and the reconstructed results.

3.5 Z production in association with a bb̄ pair

The production of a Z boson in association with a bottom-antibottom quark pair is an interesting
example of how the automation of a fast interface to NLO QCD computations achieved by aMC-

fast can be a valuable tool to easily include arbitrarily complicated process into a global PDF fit.
A related application could be that of studying to which degree the recent discrepancies between
theory and experiment (see e.g. ref. [80]) for the production of Z bosons in association with bot-
tom quarks might be absorbed by a change in PDFs. The hadroproduction of Wbb̄ and (Z/γ∗)bb̄ in
the MadGraph5 aMC@NLO framework has been previously discussed in ref. [81], without however
considering any aspects relevant to PDFs.

The generation of the current process in MadGraph5 aMC@NLO is achieved through the com-
mand:
MG5 aMC> generate p p > z b b~ [QCD]

Note that the default model adopted by MadGraph5 aMC@NLO for NLO computations treats the
bottom quarks as massive particles, and one works in a four-flavour scheme: hence, no models are
explicitly imported, and no multi-particle labels redefined, at variance with was done previously. This
is important in order to be able to perform the computation of Zbb̄ production without resorting to
any kind of jet-reconstruction algorithm, to probe the b quarks down to zero transverse momentum,
and to define a fully-inclusive cross section. The list of partonic luminosities that contribute to this
process is given in table 4. We validate the results of the present simulation by considering the
rapidity distribution of the Zbb̄ system (shown in fig. 7), and the transverse momentum of the bb̄ pair

23

Z→ μ+μ-  production

Zbb production



Multiplicative corrections:  
Example dijet  production
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M Sutton - APPLgrid progress and plans

• Grids can include eg non-perturbative and EW corrections

• Corrections can be applied independently, or in any 
combination

• Single multiplicative terms for any give correction is not 
ideal

• Move towards subprocess dependent corrections

• Although not ideal - better dependence than current 
single k-factor approach   
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Incoming partons - 
inclusive jet production

• Except at the highest ET,  jets are produced 
predominantly by quark-gluon scattering

• More significant contribution from the gluon

• Larger phase space for initial state radiation 

• At high ET produced from partons at much higher  
x - dominated by quark-quark scattering

• Differences between PDF sets 

• Most notable at high masses and high ET 
where the data statistics are low and less 
constraining

• Softer gluon from ABM predicts smaller 
fractional contribution from qg scattering

Inclusive 
jet production

dijet jet production
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M Sutton - APPLgrid progress and plans

• New plotting web utility for simpler 
production of comparisons of data 
with calculations code 

• Still under development but should 
be available soon

• From Tancredi Carli and Joe Gibson

19



• Several sets of cross section data and grids are available

• Compare data and calculation with any choice of PDF, with or with out hadronisation, EW corrections etc

• Aim is to try to collect all available processes and grids - grids will be downloadable, with appropriate authorship 
attribution etc, so please donate your grids! 

Spectrum plotter

M Sutton - APPLgrid progress and plans
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• Clearly it would be beneficial to be able to include the effects of parton                 
showers into the grids

• Routinely use NLO + parton shower (aMC@NLO, Sherpa etc) for model 
predictions at the LHC 

• Including the effects of hadronisation would be extremely useful for including 
eg tagged W+charm data without the inherant limitations of applying bin-by-bin 
hadronisation corrections 

• Final state showers should cause no problems - independent of the incoming PDF

• The issue lies in the initial state shower - since both ends of the shower are fixed, 
replace the Sudakov probability for no emission in the backwards evolution

• This introduces an explicit dependence of the PDF in the initial state parton 
shower - if you change the PDF, you change the probability for emission, so 
that when filling the grid, the number of branches that might have taken place

• Often the PDF used for (leading log) shower is fixed, and not the same as for         
the cross section calculation

• This case should be easy to reproduce 

• The Holy Grail of the shower grid implementation is to accurately                    
reproduce the calculation when the PDF is changed                                                        
in the shower 

• Efforts ongoing in both MCgrid and aMCfast
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 The Holy Grail - implementing parton showers 
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M Sutton - APPLgrid progress and plans

A brief diversion on 
using LHAPDF 6 

• Developing an interface for grids to native LHAPDF 6

• During testing, compare convolution with old and new 
version of LHAPDF

• Convolutions with LHAPDF 6 have significantly 
smaller interpolation errors, generally better than   
~ 0.003 %  ( cf  0.03% with 5.8.9)

• Size of fluctuation previously attributed to 
APPLgrid interpolation may in fact have been from 
LHAPDF itself !
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How much better is the convolution using LHAPDF 6?

• Take the absolute value of the residual, calculate the rms of each convolution

• LHAPDF 6 about 10 times smaller residual than 5.8.9 

• Sadly, because of the lack of a true interface for the LHAPDF 6 PDF.h class, the native C++ PDF classes can't be used

• Still need to use the lhaglue FORTRAN based interface routines
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Towards a native LHAPDF 6 interface
• A native interface to LHAPDF 6 would be extremely useful 

• Would allow fitting with a photon density using the new interface etc  - at the moment the LHAPDF 5 based interface 
makes extensions of this nature somewhat non-trivial

• The PDF.h header defines a de-factor standard for the new PDF interface

• Unfortunately this is not an interface class, not does it inherit from an interface class

• Includes code and dependencies for the full PDF constructor,  _loadInfo(const std::string& mempath) etc, none of 
which are needed, or desirable in an interface

• Using the existing class as an interface, forces the user of PDF.h to link against the full LHAPDF library, even if they do 
not want to use the LHAPDF code directly - perhaps they want to define their own PDF class for use in a PDF fit and 
don't want the LHAPDF constructor baggage 

• It would be trivial, and have absolutely no consequences for any existing code, for PDF.h to inherit from a virtual abstract 
interface, say,  iPDF.h,  containing pure virtual interface functions for the routines needed for the PDF sampling

• This would enable other classes to use the same interface without needing to implement all the internals of the PDF class, 
without having to link to LHAPDF etc.

• Without this is is largely impossible to use the de-facto LHAPDF 6 interface for anything over than calling a PDF from 
LHAPDF

• I propose a new interface package where we can collect such interfaces for interchangeability of different tools to avoid 
explicit dependencies on specific tools
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Forwards ...
• The APPLgrid convolution interface has been growing for some time

• It is a very rich interface, but is somewhat unwieldy

• We are currently discussing a redesign of the convolution interface to greatly simplify the calling structure

• Current thoughts are with allowing the passing of a simple Configuration object 

• The current plethora of different calling routines being replaced by different derived instances of this basic configuration 
class

• Intend to retain the, very desirable, PDF-agnostic state of the grids

• Currently, we have a lightweight filling interface …

• We would like to extend this interface by using a more generic weight structure ...

• In an ideal world, this new gridInfo structure would be part of a wider scheme for simplifying the implementation of new 
calculation interfaces
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Forwards - standardised interface weight class
• Life cycle of implementing a calculation in a grid …

1. Reverse engineer the internal convolution code fragment from any calculation
2. Create of expose the native internal storage structures used by this code fragment
3. Create hook functions which book and fill the grid
4. in the hook functions, extract the information from the exposed native internal storage and call the grid filling routines 

• The grid filling routines are typically trivial - usually only ~ 5 functions that need to be called in total

• Essentially all the effort is in understanding the internal workings of the calculation code and, extracting the information from 
the internal storage structures

• So far the issue in the bridge classes is that the internal storage needs to be exposed and the custom hook functions need to 
be implemented

• These are generally, by definition unique to the calculation code, but the information needed by the grid is in a standard 
form 

• Having a genuinely standard form for the exchange of the weight information would greatly simplify the implementation of 
any calculation, and replace the above stages to

• Calculation author, can additionally fill the standard form structure

• This would be essentially the same as the approach using HEPMC in MCgrid, and the native APPLgrid interface 
implementation using the Sherpa ntuple, but with a more standard structure
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Minimal elements of any standard structure
• As a basis such a structure need only store a single weight for a single sub process …

• subprocess id (ie 0 .. 121, or some smaller number using eg the generic PDF combination as a mapping)

• order in alphas

• index of grid to fill

• kinematic variables, x1, x2, Q2, …

• final state quantities - either variables themselves (or 4 vectors of outgoing hadrons, partons etc)

• Other bookeeping information..  

• values of the PDFs used for this specific weight

• alphas value, scales etc

• … 

• Such an interface would of course require an equivalent FORTAN interface

• I would like to suggest that, as a community, we should try to define such a light weight data structure to facilitate the more 
automatic implementation of new and existing calculations within the grid tools that we have available
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Outlook

• The APPLgrid project is now reasonably mature with an 
increasingly extensive portfolio of cross section 
processes available 

• An increasingly large user base is developing for both the 
fast convolution code and grid generation 

• Developments are underway for interfaces with new 
calculation code 

• Cross community discussions might be useful for 
more extensive and rapid progress 

• We are always open to new suggestions or requests - 
particularly if people want to contribute to the project 
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