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The model case of a bridge
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Figure 2. Details of the test case of Section 6.2 (left) and initial shape (right).

Figure 3. Optimal shapes obtained in the test case of Section 6.2, associated to degrees of
correlation ↵ = �1,�0.7, 0, 0.5, 0.8, 1 (from left to right, top to bottom).

We study three di↵erent scenarii, corresponding to surface loads gi = (gi
1, g

i
2), i = 1, 2, 3. For the sake

of simplicity, in all three cases, the horizontal and vertical components gi
1 and gi

2 are uncorrelated; the
associated correlation functions are given by
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The displacement solves the linear
elasticity system

The main result in the present context is the following theorem:

Theorem 6. The functional M(D) defined above can be rewritten as

(4.5) M(D) =
1

2

Z

D

�
Cor(uD)(x, x) � 2u0(x)E(uD)(x) + u2

0(x)
�
dx.

It is shape di↵erentiable at any shape D 2 Uad with shape derivative given by

(4.6) 8✓ 2 ⇥ad, M0(D)(✓) = �
Z

@D

✓
@

@n
⌦ @

@n

◆
Cor(pD, uD)(x, x)(✓ · n)(x) ds(x).

In this formula, the adjoint state pD 2 L2(⌦) ⌦ H1
0 (D) satisfies the boundary value problem

(4.7) a.e. ! 2 ⌦,

(
��p(·, !) = ��B(uD(·, !) � u0) in D,

p(·, !) = 0 on @D,

where �B stands for the characteristic function of B. Moreover, the mean value E(uD) 2 H1
0 (D) which

enters (4.5) is the unique solution of

(4.8)

(
��E(u) = E(f) in D,

E(u) = 0 on @D,

the two-point correlation Cor(uD) is the solution of (4.4), and the correlation function Cor(pD, uD) 2
H1

0 (D) ⌦ H1
0 (D) can be calculated by solving the boundary value problem

(4.9)

(
�(�⌦ I)Cor(p, u) = �(�B ⌦ I)(Cor(u) � u0 ⌦ E(u)) in D ⇥ D,

Cor(p, u) = 0 on @(D ⇥ D).

Proof. The proof is essentially identical to that of Theorem 5 and hence is not repeated here. Nevertheless,
let us just point out that (4.9) stems from the computation

�(�⌦ I)Cor(pD, uD)(x, y) =

Z

⌦

��pD(x, !)uD(y, !)P(d!)

= ��B(x)

Z

⌦

(uD(x, !) � u0(x))uD(y, !)P(d!)

= ��B(x) (Cor(u)(x, y) � u0(x)E(uD)(y))

for almost all (x, y) 2 D ⇥ D. ⇤

4.2. Quadratic functionals in the context of linear elasticity.

We now slip into the context of the linear elasticity system. The shapes D ⇢ Rd under consideration are
filled with a linear elastic material with Hooke’s law A given by

8e 2 S(Rd), Ae = 2µe + � tre I,

where the Lamé coe�cients � and µ satisfy µ > 0 and �+ 2µ/d > 0.
The admissible shapes D 2 Uad are clamped on a fixed subset �D of their boundaries, surface loads are

applied on another fixed, disjoint part �N ⇢ @D, so that only the free boundary � := @D \ (�D [ �N ) is
subject to optimization. Accordingly, we shall assume that all the deformation fields ✓ 2 ⇥ad vanish on
�D [ �N . Omitting body forces for simplicity, the displacement uD of D belongs to the space [H1

�D
(D)]d,

where
H1

�D
(D) =

�
u 2 H1(D), s.t. u = 0 on �D

 
,

and is the unique solution in this space to the boundary value problem

(4.10)

8
>>>><
>>>>:

�div(Ae(u)) = 0 in D,

u = 0 on �D,

Ae(u)n = g on �N ,

Ae(u)n = 0 on �,
10

The rigidy of the bridge is measured by its compliance aka the work of
applied loadings

F (D, g) =

∫

ΓN

guD =

∫

D

Ae(uD) : e(uD).
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Objectif

Starting from a parametrized shape problem

(D,ω) 7→ F (D,ω), ∀D ∈ A, ω ∈ Ω

we consider the average objective

E[F ](D) =

∫

Ω

F (D,ω)dP (ω).

or a weighted combination of moments

E[F ](D) + αVar[F ](D).

Objective

Given a partial statistical description of the random loading, design an
efficient algorithm to minimize the expectation of the objective
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The main difficulty : the curse of dimension.

I The space of events Ω -in our example, the space of loadings- can
be enormous. It is a vector space of infinite dimension !!!

I So the question is how to compute first

∫

L2(ΓN )

g(ω)uD(ω)dP (ω)

then its gradient withs respect to D ...

I Natural idea : use Galerkin approximation

I But nevertheless integral on high dimensional domains are to be
computed there are no deterministic appropriate quadrature methods
to perform so and one is forced to use Monte-Carlo method ...



Our result

Consider a special class of problems:

Minimize the expectation of a quadratic shape functional for the state
function which is defined by a state equation with a random right-hand
side.

Then,

I all quantities for performing a gradient-based shape optimization
algorithm can be expressed deterministically .

I only the random parameter’s first and second moment are needed.

Consequence:

I a fully deterministic algorithm

I same cost as for classical shape optimization when no uncertainties
are taken into account.
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The idea (1/2)

Consider a finite dimensional example: h design variable

I the state u(h, ω) solve the linear system A(h)u(h, ω) = f(ω)

I the original cost C is quadratic

C(h, ω) = Bu(h, ω) · u(h, ω) = B : u(h, ω)⊗ u(h, ω).

I the averaged cost is now

E[C](h) = B : E[u(h, .)⊗ u(h, .)] = B : Cor[u](h)

where the correlation matrix

Cor[u](h)i,j =

∫

Ω

u(h, ω)iu(h, ω)jdP (ω)

solves the bigger linear system

(A(h)⊗A(h))Cor(u)(h) = Cor(f).
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The idea (2/2)

Now we derive w.r. the design variable h. We get the deterministic
expression

DhE[h].ĥ = (DhA(h).ĥ⊗ Id)Cor[u, p](h)

where

I the adjoint state p(h, ω) solves

A(h)T p(h, ω) = −2BTu(h, ω),

I the correlation matrix Cor[u, p](h) solves

(A(h)⊗A(h)T )Cor[u, p](h) = −(A(h)⊗B)Cor[u](h).



On the example

The correlation of the displacement solves the equations:

where e(u) = (ru + ruT )/2 stands for the linearized strain tensor.
The cost function at stake is the compliance of shapes

C(D,!) =

Z

D

Ae(uD)(x, !) : e(uD)(x, !) dx =

Z

D

g(x, !) · uD(x, !) ds(x),

and we still aim at optimizing its mean value M(D) =
R
⌦

C(D,!) P(d!). Arguing as in the previous sub-
section, we obtain the following result.

Theorem 7. The above functional M(D) can be rewritten in accordance with

M(D) =

Z

D

((Aex : ey)Cor(u))(x, x) dx,

where (Aex : ey) : [H1
�D

(D)]d ⌦ [H1
�D

(D)]d ! L2(D) ⌦ L2(D) is the linear operator induced by Proposition
2 from the bilinear mapping

(u, v) 7! Ae(u) : e(v).

This functional is di↵erentiable at any shape D 2 Uad and its derivative reads

8✓ 2 ⇥ad, M0(D)(✓) = �
Z

�

((Aex : ey)Cor(u))(x, x)(✓ · n)(x) ds(x).

Here, the two-point correlation function Cor(u) 2 [H1
�D

(D)]d ⌦ [H1
�D

(D)]d is the unique solution to the
following boundary value problem:

8
>>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>>:

(divx ⌦ divy)(Aex ⌦ Aey) Cor(u) = 0 in D ⇥ D,

Cor(u) = 0 on �D ⇥ �D,

(divx ⌦ Iy)(Aex ⌦ Iy) Cor(u) = 0 on D ⇥ �D,

(Ix ⌦ divy)(Ix ⌦ Aey) Cor(u) = 0 on �D ⇥ D,

(Aex ⌦ Aey) Cor(u)(nx ⌦ ny) = Cor(g) on �N ⇥ �N ,

(divx ⌦ Iy)(Aex ⌦ Aey) Cor(u)(Ix ⌦ ny) = 0 on D ⇥ (�N [ �),

(Ix ⌦ divy)(Aex ⌦ Aey) Cor(u)(nx ⌦ Iy) = 0 on (�N [ �N ) ⇥ D,

(Aex ⌦ Aey) Cor(u)(nx ⌦ ny) = 0 on
�
(�N [ �) ⇥ (�N [ �)

�
\ (�N ⇥ �N ),

(Aex ⌦ Iy) Cor(u)(nx ⌦ Iy) = 0 on (�N ⇥ �) ⇥ �D,

(Ix ⌦ Aey) Cor(u)(Ix ⌦ ny) = 0 on �D ⇥ (�N ⇥ �).

Remark 4. All the involved mappings in the foregoing expressions are naturally produced by Proposition
2, and we do not make the underlying functional spaces explicit. The subscripts x and y refer to operators
acting respectively on the first and second component of a pure tensor in a tensor product space.

5. Numerical realization

In this section, we now focus on how the previous formulae for the objective functions of interest and
their derivatives pave the way to e�cient calculations in numerical practice.

5.1. Computing second moments.

Without loss of generality, we focus the discussion on the setting of the Poisson equation, as discussed in
Section 4.1. The expressions (4.2,4.3,4.5,4.6) involve the mean value E(u) and the correlation Cor(u) of the
solution u(·, !) to (4.1) and the correlation Cor(u, p) between u and the solution p(·, !) to (4.7).

The quantity E(u) is fairly straightforward to calculate once the mean of the data E(f) is known; indeed,
it arises as the solution to the boundary value problem (4.8) which can be solved owing to any standard
finite element method.

It is however more complicated to compute Cor(u) (or Cor(u, p)) since, in accordance with (4.4), a fairly
unusual boundary value problem for the tensorized Laplace operator needs to be solved on the product

11

Not so easy to solves on the numerical point of view ...



Well prepared RHS

If
Cor[f ] =

∑

i

fi ⊗ fi

Then

Cor[u](h) =
∑

i

ui(h)⊗ ui(h) and Cor[u, p](h) =
∑

i

ui(h)⊗ pi(h)

where ui(h) and pi(h) solve

A(h)ui(h) = fi and AT (h)pi(h) = −Bui.

Idea: approximate Cor[f ] by a low rank approximation of the type

Cor[f ] ≈
∑

i=N

fi ⊗ fi

(use incomplete Choleski decomposition for example or SVD, PGD...)
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Numerical example

Fix two loads:

ga =

(
1
−1

)
and gb =

(
−1
−1

)

The applied loadings are

g(x, ω) = ξ1(ω)ga + ξ2(ω)gb

where the random variables ξ1, ξ2 are centered and normalized and
correlated:

α =

∫

Ω

ξ1(ω)ξ2(ω)dP (ω).

Here
Cor[g] = ga ⊗ ga + gb ⊗ gb + α(ga ⊗ gb + gb ⊗ ga)

and no approximation is needed
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