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160k spectra
2.0 < z < 3.5

BOSS galaxies
1.3M spectra 
0.2 < z <  0.7
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Outline

• Baryon Acoustic Oscillations (BAO)

• Baryon Oscillation Spectroscopic Survey (BOSS)

• The Lyman-α forest (Lyα)

• Lyα results from BOSS 

• Dark Energy Spectroscopic Instrument (DESI)

• Going beyond BAO (there is more than dark energy)
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To study the expansion we want to measure the 
distance to different redshifts

Standard candle
(Supernovae)

known luminosity

measure flux
+

distance

Standard ruler
(BAO)

known size

measure apparent size
+

distance

Baryon Acoustic Oscillations

Image credit: NASA/JPL-Caltech
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Baryon Acoustic Oscillations

Before recombination (z >1100),  photons 
and ionized matter were tightly coupled 

Primordial density fluctuations 
generated sound waves in the plasma

These waves froze out at recombination,  
leaving an imprint at a characteristic scale

Sound horizon at recombination (from Planck): 
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VI. COSMOLOGY

H =

ȧ

a
(39)

H2

H2
0

= ⌦r a�4
+ ⌦m a�3

+ ⌦⇤ + ⌦k a�2
(40)

DM (z) = K�1/2
sin

⇣
K1/2DC(z)

⌘
⇡ DC(z)

"
1 +

1

6

⌦k

✓
DC(z)

c/H0

◆2
#
, (41)

where the comoving distance is

DC(z) =
c

H0

Z z

0
dz0

H0

H(z0)
(42)

or

DC(z) =

Z z

0
dz0

c

H(z0)
(43)

and the dimensional curvature is K = �⌦k(c/H0)
�2

Luminosity distance

DL(z) = DM (z) (1 + z) (44)

Angular diameter distance

DA(z) = DM (z)/(1 + z) (45)

For flat universe

DA(z) =
DC(z)

(1 + z)
(46)

DH(z) =
c

H(z)
(47)

VII. BAO

rd =

Z 1

zd

cs(z)

H(z)
dz (48)

rd = 147.49 Mpc

�vBAO =

rd
1 + z

H(z) (49)

�zBAO =

rd
c
H(z) (50)
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!⌫ = 6.45 ⇥ 10�4 excluding them. The e↵ect of finite
neutrino temperature at z = 0 is a very small 10�4 rela-
tive e↵ect. The adopted values are close to the minimum
value allowed by neutrino oscillation experiments.

We consider a variety of models for the evolution of
the energy density or equation-of-state parameter w =
p
de

/⇢
de

. Table I summarizes the primary models dis-
cussed in the paper, though we consider some additional
special cases in Section VI. ⇤CDM represents a flat uni-
verse with a cosmological constant (w = �1). o⇤CDM
extends this model to allow non-zero ⌦k. wCDM adopts
a flat universe and constant w, and owCDM generalizes
to non-zero ⌦k. w

0

waCDM and ow
0

waCDM allow w(a)
to evolve linearly with a(t), w(a) = w

0

+wa(1�a). Poly-
CDM adopts a quadratic polynomial form for ⇢

de

(a) and
allows non-zero space curvature, to provide a highly flex-
ible description of the e↵ects of dark energy at low red-
shift. Finally, Slow Roll Dark Energy is an example of
a one-parameter evolving-w model, based on a quadratic
dark energy potential.

We focus in this paper on parameter constraints and
model tests from measurements of cosmic distances and
expansion rates, though we consider comparisons to
measurements of low-redshift matter clustering in Sec-
tion VII. In this framework, the crucial roles of CMB
anisotropy measurements are to constrain the parame-
ters (mainly !m and !b) that determine the BAO scale
and to determine the angular diameter distance to the
redshift of recombination. For most of our analyses, this
approach allows us to use a highly compressed summary
of CMB constraints, discussed in Section IIC below, and
to compute parameter constraints with a simple and fast
Markov Chain Monte Carlo (MCMC) code that com-
putes expansion rates and distances from the Friedmann
equation. The code is publicly available with data used
in this paper at http://some.path/to/code. [DW: Re-
member to make this!]

B. BAO data

The BAO data in this work are summarized in Table
II and more extensively discussed below.

The robustness of BAO measurements arises from the
fact that a sharp feature in the correlation function (or
an oscillatory feature in the power spectrum) cannot be
readily mimicked by systematics, whether observational
or astrophysical, as these should be agnostic about the
BAO scale and hence smooth over the relevant part of
the correlation function (or power spectrum). In most
current analyses, the BAO scale is determined by adopt-
ing a fiducial cosmological model that translates angular
and redshift separations to comoving distances but allow-
ing the location of the BAO feature itself to shift relative
to the fiducial model expectation. One then determines
the likelihood of obtaining the observed two-point corre-
lation function or power spectrum as a function of the
BAO o↵sets, while marginalizing over nuisance param-

eters. These nuisance parameters characterize “broad-
band” physical or observational e↵ects that smoothly
change the shape or amplitude of the underlying correla-
tion function or power spectrum, such as scale-dependent
bias of galaxies or the LyaF, or distortions caused by
continuum fitting or variations in star-galaxy separation.
In an isotropic fit, the measurement is encoded in the
↵ parameter, the ratio of the measured BAO scale to
that predicted by the fiducial model. In an anisotropic
analysis, one separately constrains ↵? and ↵k, the ratios
perpendicular and parallel to the line of sight. In real
surveys the errors on ↵? and ↵k are significantly cor-
related for a given redshift slice, but they are typically
uncorrelated across di↵erent redshift slices. While the
values of ↵ are referred to a specified fiducial model, the
corresponding physical BAO scales are insensitive to the
choice of fiducial model within a reasonable range.

The BAO scale is set by the radius of the sound horizon
at the drag epoch zd when photons and baryons decouple,

rd =

Z 1

zd

cs(z)

H(z)
dz , (9)

where the sound speed in the photon-baryon fluid is

cs(z) = 3�1/2c
⇥
1 + 3

4

⇢b(z)/⇢�(z)
⇤�1/2

. A precise pre-
diction of the BAO signal requires a full Boltzmann code
computation, but for reasonable variations about a fidu-
cial model the ratio of BAO scales is given by the ratio of
rd values computed from the integral (9). Thus, a mea-
surement of ↵? from clustering at redshift z constrains
the ratio of the comoving angular diameter distance to
the sound horizon:

DM (z)/rd = ↵?DM,fid(z)/rd,fid . (10)

A measurement of ↵k constrains the Hubble parameter
H(z), which we convert to the distance-like quantity

DH(z) = cz/H(z), (11)

with

DH(z)/rd = ↵kDH,fid(z)/rd,fid . (12)

An isotropic BAO analysis measures some e↵ective com-
bination of these two distances. If redshift-space distor-
tions are weak, which is a good approximation for lu-
minous galaxy surveys after reconstruction but not for
the LyaF, then the constrained quantity is the volume
averaged distance

DV (z) =
⇥
D2

M (z)DH(z)
⇤
1/3

, (13)

with

DV (z)/rd = ↵DV,fid(z)/rd,fid. (14)

There are di↵erent conventions in use for defining rd,
which di↵er at the 1-2% level, but ratios of rd for di↵erent
cosmologies are independent of the convention provided
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Name Friedmann equation (H2
/H2

0) Curvature Section

⇤CDM ⌦cba
�3 + ⌦

⇤

+ ⇢⌫+r(z)/⇢crit no III-V

o⇤CDM ⌦cba
�3 + ⌦

⇤

+ ⇢⌫+r(z)/⇢crit + ⌦ka
�2 yes III-V

wCDM ⌦cba
�3 + ⌦

de

a�3(1+w) + ⇢⌫+r(z)/⇢crit no V

owCDM ⌦cba
�3 + ⌦

de

a�3(1+w) + ⇢⌫+r(z)/⇢crit + ⌦ka
�2 yes V

w
0

waCDM ⌦cba
�3 + ⌦

de

a�3(1+w0+wa) exp[�3wa(1� a)] + ⇢⌫+r(z)/⇢crit no V

Slow Roll Dark Energy ⌦cba
�3 + ⇢⌫+r(z)/⇢crit + ⌦DE

⇥
a�3/(⌦ma�3 + ⌦DE)

⇤�w0/⌦DE no V

ow
0

waCDM ⌦cba
�3 + ⌦

de

a�3(1+w0+wa) exp[�3wa(1� a)] + ⇢⌫+r(z)/⇢crit + ⌦ka
�2 yes IV-V

PolyCDM ⌦cba
�3 + (⌦

1

+ ⌦k)a
�2 + ⌦

2

a�1 + (1� ⌦cb � ⌦k � ⌦
1

� ⌦
2

) yesa IV

Early Dark Energy See relevant section. no VIA

Decaying Dark Matter See relevant section. no VIB

⌫CDM free neutrino mass (⌃m⌫ < 1 eV) no VIC

�N
e↵

⇤CDM non-standard radiation component ( 2 < N
e↵

< 5) no VID

Tuned Oscillation See relevant section. no VIE
a

with Gaussian prior ⌦k = 0± 0.1

Table I. Models considered in the paper and section in the paper where they are discussed. The top section is the minimal
cosmological model (with and without curvature) and various extensions in the dark energy sector. The middle group are two
models used to mimic non-parametric methods (i.e., flexible models where the only de-facto assumption is smoothness of the
expansion history). The bottom group are various extension of the minimal model to which we are sensitive only in conjuction
with the CMB data. Throughout, ⌦cb is the z = 0 density parameter of baryons + CDM and ⇢⌫+r(z) is the energy density of
radiation + massive neutrinos. All models except ⌫CDM and N

e↵

⇤CDM adopt
P

m⌫ = 0.06 eV and the standard radiation
content N

e↵

= 3.046.

Name Redshift DV /rd DM/rd DH/rd r
o↵

6dFGS 0.106 3.047± 0.137 – – –

MGS 0.15 4.480± 0.168 – – –

BOSS LOWZ Sample 0.32 8.467± 0.167 – – –

BOSS CMASS Sample 0.57 – 14.945± 0.210 20.75± 0.73 �0.52

LyaF auto-correlation 2.34 – 37.675± 2.171 9.18± 0.28 �0.43

LyaF-QSO cross correlation 2.36 – 36.288± 1.344 9.00± 0.30 �0.39

Combined LyaF 2.34 – 36.489± 1.152 9.145± 0.204 �0.48

Table II. BAO constraints used in this work. These values are taken from [21] (6dFGS), [23] (MGS), [26] (BOSS galaxies), [27]
(BOSS LyaF auto-correlation), and [28] (BOSS LyaF cross-correlation). For our likelihood calculations, we adopt Gaussian
approximations for 6dFGS and LOWZ (with 6dFGS truncated at ��2 = 4), while for others we use the full �2 look-up tables.
The LyaF auto-correlation and cross-correlation results are used directly; the combined LyaF numbers are provided here for
convenience.

one is consistent throughout. In this work we adopt the
CAMB convention for rd, that is the value that is reported
by the linear perturbations code CAMB[36]. In practice,
we use the numerically calibrated approximation

rd ⇡
55.154 exp

⇥
�72.3(!⌫ + 0.0006)2

⇤

!0.25351
cb !0.12807

b

Mpc . (15)

This approximation is accurate to 0.021% for a standard
radiation background with N

e↵

= 3.046,
P

m⌫ < 0.6 eV,
and values of !b and !cb within 3� of values derived
by Planck. It supersedes a somewhat less accurate (but
still su�ciently accurate) approximation from [26] (their
eq. 55). Note that !⌫ = 0.0107(

P
m⌫/1.0 eV), and a 0.5

(1.0) eV neutrino mass changes rd by �0.26% (�0.92%)
for fixed !cb. For neutrino masses in the range allowed by
current cosmological constraints, the CMB constrains !cb

rather than !cb+!⌫ because neutrinos remain relativistic

at recombination, even though they are non-relativistic
at z = 0. For the case of extra relativistic species, a
useful fitting formula is

rd ⇡
56.067 exp

⇥
�49.7(!⌫ + 0.002)2

⇤

!0.2436
cb !0.128876

b [1 + (N
e↵

� 3.046)/30.60]
Mpc ,

(16)
which is accurate to 0.119% if we restrict to neutrino
masses in the range 0 <

P
m⌫ < 0.6 eV and 3 < N

e↵

<
5. Increasing N

e↵

by unity decreases rd by about 3.2%.
For ⇤CDM models (with

P
m⌫ = 0.06 eV, N

e↵

=
3.046) constrained by Planck, rd = 147.49 ± 0.59 Mpc.
This 0.4% uncertainty is only slightly larger for o⇤CDM,
owCDM, or even ow

0

waCDM(see Table I for cosmolog-
ical model definitions), because the relevant quantities
!cb and !b are constrained by the relative heights of the
acoustic peaks, not by their angular locations. The in-

Image credit: Daniel Eisenstein Ionized
Neutral
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Oscillations clearly seen in the CMB temperature power spectrum

Planck satellite

Baryon Acoustic Oscillations
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BOSS Galaxies
z = 0.57

Planck Temperature
z = 1100

BOSS Galaxies
z = 0.57

Oscillations clearly seen in CMB, but also in clustering of galaxies

BOSS Lyα
z = 2.35

Baryon Acoustic Oscillations
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Baryon Acoustic Oscillations

We measure BAO peak along the line of sight in BOSS : 

4

Cross power specrum

X(k) = hf(k) q(k)i = PFQ(k)

Quasar variance

CQQ = 2Q2
= 2 (PQQ +NQ)

2

Forest variance

CFF = 2F 2
= 2 (PFF +NF )

2

Cross variance

CXX = X2
+ F Q = P 2

FQ + (PFF +NF ) (PQQ +NQ)

Are they independent?

CXF = 2FX = 2 (PFF +NF )PFQ

Approximations :

PQQ(k) << NQ(k)

PFF (k) << NF (k)

CQQ ⇠ 2N2
Q

CFF ⇠ 2N2
F

CXX ⇠ NQ NF

CXF ⇠ 2NF X

X2
= P 2

FQ  PFFPQQ << NQNF

Correlation coe�cient

r =

CXFp
CFFCXX

⇠ 2NFXp
2N2

F NQNF

⇠

s
2X2

NQNF
<< 1

V. BAO

�vBAO =

rs
1 + z

H(z) (35)

�✓BAO =

rs
1 + z

1

DA(z)
(36)

[1] P. McDonald and D. J. Eisenstein, Phys. Rev. D 76, 063009 (2007), arXiv:astro-ph/0607122.

[2] M. McQuinn and M. White, Mon. Not. Roy. Astron. Soc. 415, 2257 (2011), 1102.1752.

4
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CXFp
CFFCXX

⇠ 2NFXp
2N2

F NQNF
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s
2X2

NQNF
<< 1

V. BAO

�vBAO =

rs
1 + z

H(z) (35)

�✓BAO =

rs
1 + z

1

DA(z)
(36)

[1] P. McDonald and D. J. Eisenstein, Phys. Rev. D 76, 063009 (2007), arXiv:astro-ph/0607122.

[2] M. McQuinn and M. White, Mon. Not. Roy. Astron. Soc. 415, 2257 (2011), 1102.1752.

We measure BAO peak in the transverse direction in BOSS : 
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VI. COSMOLOGY

H =

ȧ

a
(39)

H2

H2
0

= ⌦r a�4
+ ⌦m a�3

+ ⌦⇤ + ⌦k a�2
(40)

DM (z) = K�1/2
sin

⇣
K1/2DC(z)

⌘
⇡ DC(z)

"
1 +

1

6

⌦k

✓
DC(z)

c/H0

◆2
#
, (41)

where the comoving distance is

DC(z) =
c

H0

Z z

0
dz0

H0

H(z0)
(42)

or

DC(z) =

Z z

0
dz0

c

H(z0)
(43)

and the dimensional curvature is K = �⌦k(c/H0)
�2

Luminosity distance

DL(z) = DM (z) (1 + z) (44)

Angular diameter distance

DA(z) = DM (z)/(1 + z) (45)

For flat universe

DA(z) =
DC(z)

(1 + z)
(46)

DH(z) =
c

H(z)
(47)

VII. BAO

rd =

Z 1

zd

cs(z)

H(z)
dz (48)

rd = 147.49 Mpc

�vBAO =

rd
1 + z

H(z) (49)

�zBAO =

rd
c
H(z) (50)

6

�✓BAO =

rd
1 + z

1

DA(z)
(51)

H0

[1] P. McDonald and D. J. Eisenstein, Phys. Rev. D 76, 063009 (2007), arXiv:astro-ph/0607122.

[2] M. McQuinn and M. White, Mon. Not. Roy. Astron. Soc. 415, 2257 (2011), 1102.1752.

Sound horizon at recombination (from Planck): 

5

Name Friedmann equation (H2
/H2

0) Curvature Section

⇤CDM ⌦cba
�3 + ⌦

⇤

+ ⇢⌫+r(z)/⇢crit no III-V

o⇤CDM ⌦cba
�3 + ⌦

⇤

+ ⇢⌫+r(z)/⇢crit + ⌦ka
�2 yes III-V

wCDM ⌦cba
�3 + ⌦

de

a�3(1+w) + ⇢⌫+r(z)/⇢crit no V

owCDM ⌦cba
�3 + ⌦

de

a�3(1+w) + ⇢⌫+r(z)/⇢crit + ⌦ka
�2 yes V

w
0

waCDM ⌦cba
�3 + ⌦

de

a�3(1+w0+wa) exp[�3wa(1� a)] + ⇢⌫+r(z)/⇢crit no V

Slow Roll Dark Energy ⌦cba
�3 + ⇢⌫+r(z)/⇢crit + ⌦DE

⇥
a�3/(⌦ma�3 + ⌦DE)

⇤�w0/⌦DE no V

ow
0

waCDM ⌦cba
�3 + ⌦

de

a�3(1+w0+wa) exp[�3wa(1� a)] + ⇢⌫+r(z)/⇢crit + ⌦ka
�2 yes IV-V

PolyCDM ⌦cba
�3 + (⌦

1

+ ⌦k)a
�2 + ⌦

2

a�1 + (1� ⌦cb � ⌦k � ⌦
1

� ⌦
2

) yesa IV

Early Dark Energy See relevant section. no VIA

Decaying Dark Matter See relevant section. no VIB

⌫CDM free neutrino mass (⌃m⌫ < 1 eV) no VIC

�N
e↵

⇤CDM non-standard radiation component ( 2 < N
e↵

< 5) no VID

Tuned Oscillation See relevant section. no VIE
a

with Gaussian prior ⌦k = 0± 0.1

Table I. Models considered in the paper and section in the paper where they are discussed. The top section is the minimal
cosmological model (with and without curvature) and various extensions in the dark energy sector. The middle group are two
models used to mimic non-parametric methods (i.e., flexible models where the only de-facto assumption is smoothness of the
expansion history). The bottom group are various extension of the minimal model to which we are sensitive only in conjuction
with the CMB data. Throughout, ⌦cb is the z = 0 density parameter of baryons + CDM and ⇢⌫+r(z) is the energy density of
radiation + massive neutrinos. All models except ⌫CDM and N

e↵

⇤CDM adopt
P

m⌫ = 0.06 eV and the standard radiation
content N

e↵

= 3.046.

Name Redshift DV /rd DM/rd DH/rd r
o↵

6dFGS 0.106 3.047± 0.137 – – –

MGS 0.15 4.480± 0.168 – – –

BOSS LOWZ Sample 0.32 8.467± 0.167 – – –

BOSS CMASS Sample 0.57 – 14.945± 0.210 20.75± 0.73 �0.52

LyaF auto-correlation 2.34 – 37.675± 2.171 9.18± 0.28 �0.43

LyaF-QSO cross correlation 2.36 – 36.288± 1.344 9.00± 0.30 �0.39

Combined LyaF 2.34 – 36.489± 1.152 9.145± 0.204 �0.48

Table II. BAO constraints used in this work. These values are taken from [21] (6dFGS), [23] (MGS), [26] (BOSS galaxies), [27]
(BOSS LyaF auto-correlation), and [28] (BOSS LyaF cross-correlation). For our likelihood calculations, we adopt Gaussian
approximations for 6dFGS and LOWZ (with 6dFGS truncated at ��2 = 4), while for others we use the full �2 look-up tables.
The LyaF auto-correlation and cross-correlation results are used directly; the combined LyaF numbers are provided here for
convenience.

one is consistent throughout. In this work we adopt the
CAMB convention for rd, that is the value that is reported
by the linear perturbations code CAMB[36]. In practice,
we use the numerically calibrated approximation

rd ⇡
55.154 exp

⇥
�72.3(!⌫ + 0.0006)2

⇤

!0.25351
cb !0.12807

b

Mpc . (15)

This approximation is accurate to 0.021% for a standard
radiation background with N

e↵

= 3.046,
P

m⌫ < 0.6 eV,
and values of !b and !cb within 3� of values derived
by Planck. It supersedes a somewhat less accurate (but
still su�ciently accurate) approximation from [26] (their
eq. 55). Note that !⌫ = 0.0107(

P
m⌫/1.0 eV), and a 0.5

(1.0) eV neutrino mass changes rd by �0.26% (�0.92%)
for fixed !cb. For neutrino masses in the range allowed by
current cosmological constraints, the CMB constrains !cb

rather than !cb+!⌫ because neutrinos remain relativistic

at recombination, even though they are non-relativistic
at z = 0. For the case of extra relativistic species, a
useful fitting formula is

rd ⇡
56.067 exp

⇥
�49.7(!⌫ + 0.002)2

⇤

!0.2436
cb !0.128876

b [1 + (N
e↵

� 3.046)/30.60]
Mpc ,

(16)
which is accurate to 0.119% if we restrict to neutrino
masses in the range 0 <

P
m⌫ < 0.6 eV and 3 < N

e↵

<
5. Increasing N

e↵

by unity decreases rd by about 3.2%.
For ⇤CDM models (with

P
m⌫ = 0.06 eV, N

e↵

=
3.046) constrained by Planck, rd = 147.49 ± 0.59 Mpc.
This 0.4% uncertainty is only slightly larger for o⇤CDM,
owCDM, or even ow

0

waCDM(see Table I for cosmolog-
ical model definitions), because the relevant quantities
!cb and !b are constrained by the relative heights of the
acoustic peaks, not by their angular locations. The in-

We learn about the expansion!
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Outline

• Baryon Acoustic Oscillations (BAO)

• Baryon Oscillation Spectroscopic Survey (BOSS)

• The Lyman-α forest (Lyα)

• Lyα results from BOSS 

• Dark Energy Spectroscopic Instrument (DESI)

• Going beyond BAO (there is more than dark energy)
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SDSS Telescope (2.5m)
Apache Point Observatory
(Cloudcroft, New Mexico)

2 optical spectrographs
Mid resolution (R~2000)
1000 spectra at a time

BOSS
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BOSS

11

All data (DR12) already public

Main target:
1.3M galaxies 0.2 < z <0.7

10.000 sq. deg.   (1/4 sky)

5 years survey (2009-2014) 
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BOSS

12

Galaxy BAO measured at 1% precision

BOSS Galaxies
z = 0.57
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Outline

• Baryon Acoustic Oscillations (BAO)

• Baryon Oscillation Spectroscopic Survey (BOSS)

• The Lyman-α forest (Lyα)

• Lyα results from BOSS 

• Dark Energy Spectroscopic Instrument (DESI)

• Going beyond BAO (there is more than dark energy)

14
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The Lyman-α forest

Figure from William C. Keel

z=3.56z=2.95
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The Lyman-α forest

Credits: Andrew Pontzen
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The Lyman-α forest

fq(�) = Cq(�)Fq(�)

� = �↵(1 + z)

Observed flux Transmitted fraction

Quasar continuum

Absorption redshift Observed wavelength

LyaF wavelength (121.6 nm)

�F (x) =
F (x)� F̄

F̄
Flux fluctuations in pixels trace the density 

along the line of sight to the quasar

N.G. Busca et al.: BAO in the Lyα forest of BOSS quasars

(section 4). This early freezing of procedures resulted in some
that are suboptimal but which will be improved in future analy-
ses. We note, however, that the procedures used to extract cos-
mological information (section 5) were decided on only after
de-masking the data.
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Method 1
Method 2

Fig. 3. An example of a BOSS quasar spectrum of redshift
3.239. The red and blue lines cover the forest region used here,
104.5 < λrf < 118.0. This region is sandwiched between the
quasar’s Lyβ and Lyα emission lines respectively at 435 and
515 nm. The blue line is an estimate of the continuum (unab-
sorbed flux) by method 2 and the red line is the estimate of the
product of the continuum and the mean absorption by method 1.

3.1. Continuum fits, method 1

Both methods for estimating the productCqF assume that Cq is,
to first approximation, proportional to a universal quasar spec-
trum that is a function of rest-frame wavelength, λrf = λ/(1+ zq)
(for quasar redshift zq), multiplied by a mean transmission frac-
tion that slowly varies with absorber redshift. Following this as-
sumption, the universal spectrum is found by stacking the ap-
propriately normalized spectra of quasars in our sample, thus
averaging out the fluctuating Lyα absorption. The product CqF
for individual quasars is then derived from the universal spec-
trum by normalizing it to account for the quasar’s mean forest
flux and then modifying its slope to account for spectral-index
diversity and/or photo-spectroscopic miscalibration.

Method 1 estimates directly the product CqF in equation 2.
An example is given by the red line in figure 3. The estimate is
made by modeling each spectrum as

CqF = aq
(

λ

⟨λ⟩

)bq
f (λrf , z) (6)

where aq is a normalization, bq a “deformation parameter”, and
⟨λ⟩ is the mean wavelength in the forest for the quasar q and
f (λrf , z) is the mean normalized flux obtained by stacking spectra
in bins of width ∆z = 0.1:

f (λrf , z) =
∑

q
wq fq(λ)/ f 128

q /
∑

q
wq . (7)

Here z is the redshift of the absorption line at observed wave-
length λ (z = λ/λLyα − 1), fq is the observed flux of quasar q

at wavelength λ and f 128
q is the average of the flux of quasar

q for 127.5 < λrf < 128.5 nm. The weight wq(λ) is given by
w−1
q = 1/[ivar(λ) · ( f 128

q )2] + σ2
f lux, LSS. The quantity ivar is the

pipeline estimate of the inverse flux variance in the pixel corre-
sponding to wavelength λ. The quantity σ2

f lux, LSS is the contri-
bution to the variance in the flux due to the LSS. We approxi-
mate it by its value at the typical redshift of the survey, z ∼ 2.3:
σ2
f lux, LSS ∼ 0.035 (section 3.3).

Figure 4 shows the resulting mean δi as a function of ob-
served wavelength. The mean fluctuates about zero with up to
2% deviations with correlated features that include the H and K
lines of singly ionised calcium (presumably originataing from
some combination of solar neighborhood, interstellar medium
and the Milky Way halo absorption) and features related to
Balmer lines. These Balmer features are a by-product of imper-
fect masking of Balmer absorption lines in F-star spectroscopic
standards, which are used to produce calibration vectors (in the
conversion of CCD counts to flux) for DR9 quasars. Therefore
such Balmer artifacts are constant for all fibers in a plate fed
to one of the two spectrographs and so they are approximately
constant for every ’half-plate’.

If unsubtracted, the artifacts in figure 4 would lead to spuri-
ous correlations, especially between pairs of pixels with separa-
tions that are purely transverse to the line of sight. We have made
a global correction by subtracting the quantity ⟨δ⟩(λ) in figure 4
(un-smoothed) from individual measurements of δ. This is justi-
fied if the variance of the artifacts from half-plate-to-half-plate is
sufficiently small, as half-plate-wide deviations from our global
correction could, in principle add spurious correlations.

We have investigated this variance both by measuring the
Balmer artifacts in the calibration vectors themselves and by
studying continuum regions of all available quasars in the DR9
sample. Both studies yield no detection of excess variance aris-
ing from these artifacts, but do provide upper limits. The study
of the calibration vectors indicate that the square-root of the vari-
ance is less than 20% of the mean Balmer artifact deviations and
the study of quasar spectra indicate that the square-root of the
variance is less than 100% of the mean Balmer artifacts (and
less than 50% of the mean calcium line deviations).

We then performed Monte Carlo simulations by adding a
random sampling of our measured artifacts to our data to con-
firm that our global correction is adequate. We found that there
is no significant effect on the determination of the BAO peak po-
sition, even if the variations are as large as that allowed in our
tests.

3.2. Continuum fits, method 2

Method 1 would be especially appropriate if the fluxes had a
Gaussian distribution about the mean absorbed flux, CqF. Since
this is not the case, we have developed method 2 which explicitly
uses the probability distribution function for the transmitted flux
fraction F, P(F, z), where 0 < F < 1. We use the P(F, z) that
results from the log-normal model used to generate mock data
(see appendix A).

Using P(F, z), we can construct for each BOSS quasar the
PDF of the flux in pixel i, fi, by assuming a continuum Cq(λi)
and convolving with the pixel noise, σi:

Pi( fi,Cq(λi), zi) ∝
∫ 1

0
dFP(F, zi) exp

⎡

⎢

⎢

⎢

⎢

⎣

−(CqF − fi)2

2σ2
i

⎤

⎥

⎥

⎥

⎥

⎦

. (8)

5

Quasar Continuum
x Mean Flux
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Outline

• Baryon Acoustic Oscillations (BAO)

• Baryon Oscillation Spectroscopic Survey (BOSS)

• The Lyman-α forest (Lyα)

• Lyα results from BOSS 

• Dark Energy Spectroscopic Instrument (DESI)

• Going beyond BAO (there is more than dark energy)
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BOSS Lyman-α BAO
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∆v

c
=

∆z

1 + z
=

∆λ

λ
(5.1)

∆χ =
c∆z

H(z)
=

∆v

H(z)(1 + z)
(5.2)

1Å ∼ 70 km s−1 ∼ 0.7h−1 Mpc (5.3)

∆χ = dA(z)(1 + z)∆θ (5.4)

1 deg ∼ 70h−1 Mpc (5.5)

6 Conclusions

We detect cross-correlations on very large separations, well described by linear theory. Re-
sults consistent with quasar clustering ([12]) and Lyα clustering ([13]), we get even better
constraints on bias parameters.

Future studies will focus on radiation and small scales cross-correlations (proximity
effect).

Comment the strength of LyaF-QSO cross-correlations for cosmological studies.
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1 Introduction

Introduction to Lyα , BAO, PT.
The relation between the observed quantities and the cosmological distances are:

1 + z̄ =

√
λ1 λ2

λα
, (1.1)

r⊥ = dA(z̄) (1 + z̄) ∆θ , (1.2)

r∥ =

∫

dz
c

H(z)
∼

c

H(z̄)λα
∆λ (1.3)

∆θ

∆λ
z̄

1 + z̄ =

√

λ1 λ2

λα

r⊥ = dA(z̄) (1 + z̄) ∆θ .

r∥ =
c (1 + z̄)

H(z̄) λα

∆λ



Figure 1. Diagram.

2 Notes from Uros

The question we want to answer is: how does the Lyα auto-correlation function vary as a function of
rest-frame wavelength (i.e., separation from the quasar)?

2.1 Conditional probabilities

The 2-point Lyα correlation function ξFF
12 =

〈

δF1 δ
F
2

〉

can be related to the joint probability pFF (δF1 , δ
F
2 )

and to the conditional probability pF (δF1 |δF2 ) :

pFF (δ
F
1 , δ

F
2 ) = pF (δ

F
1 ) pF (δ

F
2 |δF1 ) = pF (δ

F
1 ) pF (δ

F
2 )

[

1 + ξFF
12

]

(2.1)

The 3-point function ζFFQ
123 is equivalently defined

pFFQ(δ
F
1 , δ

F
2 , δ

Q
3 ) = pQ(δ

Q
3 ) pFF (δ

F
1 , δ

F
2 |δ

Q
3 )

= pQ(δ
Q
3 ) pF (δ

F
2 ) pF (δ

F
1 )

[

1 + ξFF
12 + ξFQ

13 + ξFQ
23 + ζFFQ

123

]

, (2.2)

1

BOSS : 160k quasar spectra over 10k sq.deg. 
(x10 number of quasars at 2.15 < z < 3.5) 

First year of BOSS data 
(Slosar, Font-Ribera et al. 2011)

Linear bias theory

BOSS Lyman-α BAO
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Few years later: BAO clearly detected in the correlation function! 

BOSS Lyman-α BAO
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Gas
Quasar

Quasar

r

Gas

Gas

Quasar

Quasar

r

Two independent ways of measuring the BAO scale

Delubac et al. (2015) Font-Ribera et al. (2014)

BOSS Lyman-α BAO

Bautista et al. (2017) du Mas des Bourboux (2017)
 —— DR11 ——
 —— DR12 ——
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Lya auto-BAO

Julian Bautista 
(Moving from Utah 

to Portsmouth)

Bautista et al 2017
BAO from DR12 

Lya auto-correlation
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QSO-Lya cross-BAO

Helion du Mas des Bourboux
(Moving from Saclay to Utah)

dMdB et al. 2017 
BAO from DR12 
Quasar-Lya crossOn arXiv today!
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Combined BOSS BAO

Dark Energy is now 
detected from 

BAO data alone  

In a flat LCDM model BAO
Planck
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Riess et al. (2016)

26

Combined BOSS BAO

Addison et al. (2017)

BBN + BAO find 
low value of H_0
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Redshift

Planck prediction

Delubac++ (2015)

Acceleration

Deceleration

Font-Ribera++ (2014a)

BOSS Lyman-α BAO
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DLA-Lya cross-correlation

Ignasi Pérez-Ràfols
(moving from Barcelona 

to Marseille)

Pérez-Ràfols et al 2017
DLA bias from DR12 

DLA-Lya cross

Sent to MNRAS today!
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• The Lyman-α forest (Lyα)

• Lyα results from BOSS 

• Dark Energy Spectroscopic Instrument (DESI)

• Going beyond BAO (there is more than dark energy)
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Mayall 4m Telescope
Kitt Peak (Tucson, AZ)

Readout  
& Control

• 5000 fibers in robotic actuators
• 10 fiber cable bundles 
• 3.2 deg. field of view optics

• 10 spectrographs  

Dark Energy Spectroscopic Instrument

Scheduled to start in 2019

Increase BOSS dataset by an 
order of magnitude
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Planck predictionAcceleration
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Dark Energy Spectroscopic Instrument



Andreu Font-Ribera - Expansion of the Universe with Quasar Spectra Benasque - August 8th 2017 32

Dark Energy Spectroscopic Instrument
Ex
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n 
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te

Redshift

Planck predictionAcceleration

Deceleration

DESI projections (Font-Ribera++ 2014b)
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Outline

• Baryon Acoustic Oscillations (BAO)

• Baryon Oscillation Spectroscopic Survey (BOSS)

• The Lyman-α forest (Lyα)

• Lyα results from BOSS 

• Dark Energy Spectroscopic Instrument (DESI)

• Going beyond BAO (there is more than dark energy) 
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Small scale clustering

Lyman-α forest offers a 
unique window to study 

small scale clustering

Combined with CMB, it 
allows us to study:

• shape of primordial P(k)
• dark matter properties
• neutrino mass
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Estimating the 3D P(k)
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CMB experiments (Planck) 
measure very accurately the 

clustering on large scales

Lyman-α forest provides 
unique window to linear 

power on very small scales 

Inflationary models predict nearly scale-invariant primordial fluctuations

Slow-roll models of inflation predict non-zero running:

Is there a non-zero running? 

Are there deviations from a power law?

Primordial power spectrum
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Snowmass report (2015)

Massive neutrinos are 
hot dark matter, do not 
cluster on small scales

Comparing the power 
on large and small scales 

we can constraint 
neutrino masses

Best constraints from 
Planck + BOSS Lyα
Σmν < 0.12 eV (95%)

(Palanque-Delabrouille++ 2015)

Neutrino Mass
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Small scale clustering

Warm or fuzzy dark 
matter would suppress 
power on smaller scales, 
and would also modify 

Lyα statistics

Some argue the so-called 
“small scale crisis” of 

CDM (missing satellites, 
cusp/core problem…) 
could be solve if dark 
matter was warm or 

fuzzy 

Baur et al. (2016)



Andreu Font-Ribera - Expansion of the Universe with Quasar Spectra Benasque - August 8th 2017 39

Summary

• BAO in BOSS: 1% measurement at z ~ 0.5 (galaxies) and 2% 
measurement at z~2.3 (quasars and the Lyman-α forest)

• BOSS Ly-α showed the forest is ready for precision cosmology

• DESI will be an order of magnitude jump in precision, but it 
will also explore uncharted territory (in z and in k)

• Ly-α forest also offers a unique window to small scales (warm 
dark matter, neutrino mass, primordial power…)



Extra slides
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Bautista et al. 2017
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Bautista et al. 2017
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Bautista et al. 2017
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du Mas des Bourboux et al 2017
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Forecasts
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Shot noise

Cosmic variance

Just like galaxies, the forest is a tracer of the density field

3

III. CROSS-CORRELATION

We will use terminology from [2].

Ly↵ forest Power spectrum
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Figure 4. Constraints on ⌦m and h in a flat ⇤CDM model
from galaxy BAO (red), LyaF BAO (blue), and the combina-
tion of the two (green), using a BBN prior on !b and standard
physics to compute the sound horizon rd but incorporating
no CMB information. Contours are plotted at 68%, 95%, and
99.7% confidence (note that the interior white region of the
green “donut” is 68%). Black contours show the entirely inde-
pendent constraints on ⌦m and h in ⇤CDM from full Planck
CMB chains.

chains, which are in excellent agreement with the region
allowed by the joint BAO measurements.

IV. BAO, SNEIA, AND THE INVERSE
DISTANCE LADDER

The traditional route to measuring the Hubble con-
stant H

0

is built on a distance ladder anchored in the
nearby Universe: stellar distances to galaxies within
⇠ 20 Mpc are used to calibrate secondary indicators, and
these in turn are used to measure distances to galaxies
“in the Hubble flow,” i.e., far enough away that peculiar
velocities are a sub-dominant source of uncertainty when
inferring H

0

= v/d [63]. The most powerful implementa-
tions of this program in recent years have used Cepheid
variables — calibrated by direct parallax, by distance es-
timates to the LMC, or by the maser distance to NGC
4258 — to determine distances to host galaxies of SNeIa,
which are the most precise of the available secondary dis-
tance indicators [64–66].

Because the BAO scale can be computed in absolute
units from simple underlying physics, the combination
of BAO with SNeIa allows a measurement of H

0

via an
“inverse distance ladder,” anchored at intermediate red-
shift. The BOSS BAO data provide absolute values of
DV at z = 0.32 and DM at z = 0.57 with precision
of 2.0% and 1.4%, respectively. The JLA SNIa sample
provides a high-precision relative distance scale, which
transfers the BAO measurement down to low redshift,
where H

0

is simply the slope of the distance-redshift rela-
tion. Equivalently, this procedure calibrates the absolute
magnitude scale of SNeIa using BAO distances instead

Figure 5. Determination of H
0

by the “inverse distance lad-
der” combining BAO absolute distance measurements and
SNIa relative distance measurements, with CMB data used
to calibrate the sound horizon scale rd. The plotted quan-
tity c ln(1 + z)/DM (z) converges to H

0

at z = 0. Filled cir-
cles show the four BAO measurements, normalized with rd =
147.49Mpc; for the three lower redshift points, DV has been
converted to DM assuming ⇤CDM. Crosses show the SNIa
measurements, with error bars showing diagonal elements of
the covariance matrix only. Because the absolute luminos-
ity of SNeIa is not known a priori, the SNIa points are free
to shift vertically by a constant factor, which is chosen here
to give the best joint fit with the BAO data. The red square
and error bar shows the value H

0

= (67.3±1.1) km s�1 Mpc�1

determined by the full inverse distance ladder procedure de-
scribed in the text. The black curve shows the prediction for
a ⇤CDM model with ⌦m = 0.3 and the best-fit H

0

. Green
curves show ten PolyCDM models randomly selected from
our MCMC chain that have ��2 < 4 relative to the best-fit
PolyCDM model. This H

0

determination assumes standard
pre-recombination physics to evaluate rd. For non-standard
energy backgrounds (e.g., extra relativistic species or early
dark energy) the more general result is described by equa-
tion (22).

of maser+Cepheid distances. Even though the extrapo-
lation from the BAO redshifts to low redshifts depends on
the dark energy model, the SNIa relative distance scale is
precisely measured over a well sampled redshift interval
which includes the BAO redshifts, so this extrapolation
introduces practically no uncertainty even when the dark
energy model is extremely flexible. CMB data enter the
inverse distance ladder by constraining the values of !m

and !b and thus allowing computation of the sound hori-
zon scale rd.

Figure 5 provides a conceptual illustration of this ap-
proach, zeroing in on the z < 1 portion of the Hubble
diagram. Filled points show c ln(1 + z)/DM (z) from the
CMASS, LOWZ, MGS, and 6dFGS BAO measurements,
where for illustrative purposes only we have converted
the latter three measurements from DV (z) to DM (z) us-

Galaxy BAO measures absolute distance 
to intermediate redshifts

SN measure relative distance between redshifts 
(from SNLS + SDSS-II, Betoule++ 2014)
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ing Planck ⇤CDM parameters. The error bars on these
points include the 0.4% uncertainty in rd arising from
the uncertainties in the Planck determination of !m and
!b, but this is a small contribution to the error budget.
Crosses show the binned SNIa distance measurements,
with the best absolute magnitude calibration from the
joint BAO+SNIa fit. We caution that systematic e↵ects
introduce error correlations across redshift bins in the
SNIa data, which are accounted for in our full analy-
sis. To allow flexibility in the dark energy model, we
adopt the PolyCDM parameterization described in Ta-
ble I, imposing a loose Gaussian prior ⌦k = 0 ± 0.1 to
suppress high curvature models that are clearly inconsis-
tent with the CMB. Thin green curves in Figure 5 show
c ln(1 + z)/DM (z) for ten PolyCDM models that have
��2 < 4 relative to the best-fit model, selected from the
MCMC chains described below. The intercept of these
curves at z = 0 is the value of H

0

. While low-redshift
BAO measurements like those of 6dFGS and MGS incur
minimal uncertainty from the extrapolation to z = 0, the
statistical error is necessarily large because of the limited
volume at low z. It is evident from Figure 5 that using
SNeIa to transfer intermediate redshift BAO measure-
ments to the local Universe yields a much more precise
determination of H

0

than just using low-redshift BAO
measurements, even allowing for great flexibility in the
dark energy model.

To compute our H
0

constraints, we use the DM (z)
and H(z) constraints from CMASS BAO (including co-
variance), the DV (z) constraints from LOWZ, MGS, and
6dFGS BAO, the compressed JLA SNIa data set with its
full 31⇥ 31 covariance matrix, and an rd constraint from
Planck (see Section II C). Marginalizing over the Poly-
CDM parameters we find H

0

= 67.3±1.1 km s�1 Mpc�1,
a 1.7% measurement. Even if we include the CMB an-
gular diameter distance at its full precision, our central
value and error bar on H

0

change negligibly because the
flexibility of the PolyCDM model e↵ectively decouples
low and high-redshift information. As a by-product of
our H

0

measurement, we measure the absolute luminos-
ity of a fiducial SNIa to be MB = �19.14 ± 0.042 mag.
We define a fiducial SNIa as having SALT2 (as retrained
in [30]) light-curve width and color parameters x

1

= 0
and C = 0 and having exploded in a galaxy with a stel-
lar mass < 1010M�.

Our best-fit H
0

and its 1� uncertainty are shown by the
open square and error bar in Figures 2 and 5. To charac-
terize the sources of error, we have repeated our analyses
after scaling either the CMB, SN, or BAO covariance
matrix by a factor of ten (and thus reducing errors byp

10). Reducing the CMB errors, so that they yield an
essentially perfect determination of rd, makes almost no
di↵erence to our H

0

error, because the 0.4% uncertainty
in rd is already small. Reducing either the SNIa or BAO
errors shrinks the H

0

error by approximately a factor
of two, indicating that the BAO measurement uncer-
tainties and the SNIa measurement uncertainties make
comparable contributions to our error budget; the errors

add (roughly) linearly rather than in quadrature because
both measurements constrain the redshift evolution in
our joint fit. If we replace PolyCDM with ow

0

waCDM in
our analysis, substituting a di↵erent but still highly flex-
ible dark energy model, the derived value of H

0

drops by
less than 0.2� and the error bar is essentially unchanged.
If we instead fix the dark energy model to ⇤CDM, the
central value and error bar are again nearly unchanged,
because with the dense sampling provided by SNe the ex-
trapolation from the BAO redshifts down to z = 0 is also
only a small source of uncertainty. To test sensitivity to
the SN data set, we constructed a compressed description
of the Union 2.1 compilation [58] analogous to that of the
JLA compilation; substituting Union 2.1 for JLA makes
negligible di↵erence to our best-fit H

0

while increasing
the error bar by about 30% (see Table III). Finally, if we
substitute the WMAP9 constraints on !m and !b for the
Planck constraints, the central H

0

decreases by 0.5% (to
66.9 km s�1 Mpc�1) and the error bar grows by 8% (to
1.21 km s�1 Mpc�1).

To summarize, this 1.7% determination of H
0

is ro-
bust to details of our analysis, with error dominated by
the BAO and SNIa measurement uncertainties. The key
assumptions behind this method are (a) standard matter
and radiation content, with three species of light neu-
trinos, and (b) no unrecognized systematics at the level
of our statistical errors in the CMB determinations of
!m and !b, in the BAO measurements, or in the SNIa
measurements used to tie them to z = 0. Note that the
SNIa covariance matrix already incorporates the detailed
systematic error budget of [30]. The measurement sys-
tematics are arguably smaller than those that a↵ect the
traditional distance ladder. Thus, with the caveat that
it assumes a standard matter and radiation content, this
measurement of H

0

is more precise and more robust than
current distance-ladder measurements.

Non-standard radiation backgrounds remain a topic of
intense cosmological investigation, and a convincing mis-
match between the distance ladder H

0

and the inverse
distance ladder H

0

could be a distinctive signature of
non-standard physics that alters rd. We can express our
constraint in a more model-independent form as

H
0

= (67.3±1.1)⇥(147.49 Mpc/rd) km s�1 Mpc�1. (22)

Note in particular that raising N
e↵

from 3.046 to 4.0
would raise our central value of H

0

to 69.5 km s�1 Mpc�1

(eq. 16, but see further discussion in Section VI D).
Figure 6 compares our H

0

determination to several
other values from the literature. The lower two points
show our results using either the PolyCDM model or
the ow

0

waCDM model. The top three points show re-
cent distance-ladder determinations from Riess et al. [64],
Freedman et al. [65], and a reanalysis of the Riess et al.
data set by [67]. There is mild (⇡ 2�) tension between
the first two determinations and our value, which is re-
duced to 1� by the shift of central value advocated by
[67]. The central two points show the values of H

0

in-
ferred from Planck or WMAP CMB data assuming a
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H(z) constraints from CMASS BAO (including covari-
ance), the DV (z) constraints from LOWZ and 2dFGS
BAO, and the compressed JLA SN Ia data set with its
full 31 ⇥ 31 covariance matrix and an rd constraint from
Planck (see Section II C). Marginalizing over the Poly-
CDM parameters we find H

0

= 66.9±1.20 km s�1 Mpc�1,
a 1.8% measurement. Even if we include the CMB an-
gular diameter distance at its full precision, our central
value and error bar on H

0

change negligibly because the
flexibility of our dark energy models e↵ectively decouples
low and high redshift information. As a by-product of our
H

0

measurement, we measure the absolute luminosity of
a fiducial SN Ia to be MB = �19.11 ± 0.043 mag. We
define a fiducial SN Ia as having SALT2 (as retrained in
[24]) light-curve width and color parameters x1 = 0 and
C = 0, and having exploded in a galaxy with a stellar
mass < 1010 M

Sun

)

Our best-fit H
0

and its 1� uncertainty are shown by the
open square and error bar in Figures 2 and 5. To charac-
terize the sources of error, we have repeated our analyses
after scaling either the CMB, SN, or BAO covariance
matrix by a factor of ten (and thus reducing errors byp

10). Reducing the CMB errors, so that they yield an
essentially perfect determination of rd, makes almost no
di↵erence to our H

0

error, because the 0.4% uncertainty
in rd is already small. Reducing either the SN Ia or
BAO errors shrinks the H

0

error by approximately a fac-
tor of two, indicating that the BAO measurement uncer-
tainties and the SN Ia measurement uncertainties make
comparable contributions to our error budget; the errors
add (roughly) linearly rather than in quadrature because
both measurements constrain the redshift evolution in
our joint fit. If we replace PolyCDM with ow

0

waCDM in
our analysis, substituting a di↵erent but still highly flex-
ible dark energy model, the derived value of H

0

rises by
0.9% (⇠ 1

2

�), and the error bar is essentially unchanged.
[AS: Note it became worse with making poly open since
CMB really provides just rd] If we instead fix the dark
energy model to ⇤CDM, the central value and error bar
are again nearly unchanged, because with the dense sam-
pling provided by SNe the extrapolation from the BAO
redshifts down to z = 0 is also only a small source of
uncertainty. To test sensitivity to the SN data set, we
constructed a compressed description of the Union 2.1
compilation [42] analogous to that of the JLA compi-
lation; substituting Union 2.1 for JLA makes negligible
di↵erence to our best-fit H

0

while increasing the error
bar by about 30% (see Table III). Finally, if we substi-
tute the WMAP constraints on ⌦mh2 and ⌦bh2 for the
Planck constraints, the central H

0

increases by ???% and
the error bar grows by a factor of ???. [AS: Ok, do we
want WMAP after all?]

In sum, this 1.8% determination of H
0

is robust to de-
tails of our analysis, with error dominated by the BAO
and SN Ia measurement uncertainties. The key assump-
tions behind this method are (a) standard matter and
radiation content, with three species of light neutrinos,
and (b) no unrecognized systematics at the level of our
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h
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ow0wa-CDM GBAO+SN+rd

�CDM Planck (full)

�CDM WMAP (full)
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Efstathiou

Figure 6. Constraints on the Hubble constant H
0

from the
inverse distance ladder analysis (blue, at bottom), from three
direct distance ladder estimates (red, at top), and from Planck
or WMAP CMB data assuming ⇤CDM (green, middle). All
error bars are 1�. The inverse distance ladder estimates as-
sume rd = 147.49±0.59 Mpc, based on Planck constraints for
a standard radiation background, while the green points make
the much stronger assumptions of a flat universe with a cos-
mological constant. [DW: Change x-axis to km s�1 Mpc�1.
Add labels to left of each group of points reading Distance
Ladder, CMB+⇤CDM, Inverse Distance Ladder.]

statistical errors in the CMB determinations of ⌦mh2

and ⌦bh2, in the BAO measurements, or in the SN Ia
measurements used to tie them to z = 0. (Note that
the SN Ia covariance matrix already incorporates the de-
tailed systematic error budget of [24].) The measurement
systematics (b) are at least arguably smaller than those
that a↵ect the traditional distance ladder. Thus, with
the caveat that it assumes a standard matter and radi-
ation content, this measurement of H

0

is more precise
and probably more robust than current distance-ladder
measurements. However, non-standard radiation back-
grounds remain a topic of intense cosmological investi-
gation, and a convincing mismatch between the distance
ladder H

0

and the inverse distance ladder H
0

could be
a distinctive signature of non-standard physics that al-
ters rd. We can express our constraint in a more model-
independent form as

H
0

= (68.1 ± 1.15) ⇥ (147.49 Mpc/rd) km s�1 Mpc�1.
(21)

Note in particular that raising N
e↵

from 3.046 to 4.0
would raise our central value of H

0

to 70.3 km s�1 Mpc�1

(see eq. 17, but see also Section VI B)
Figure 6 compares our H

0

determination to several
other values from the literature. The lower two points
show our results using either the PolyCDM model or
the ow

0

waCDM model. The top three points show re-
cent distance-ladder determinations from Riess et al. [45],
Freedman et al. [46], and a reanalysis of the Riess et al.
data set by [48]. There is mild (⇡ 2�) tension between
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Name Friedmann equation (H2
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�3 + ⌦
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o⇤CDM ⌦cba
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⇤

+ ⇢⌫+r(z)/⇢crit + ⌦ka
�2 yes III-V

wCDM ⌦cba
�3 + ⌦

de

a�3(1+w) + ⇢⌫+r(z)/⇢crit no V

owCDM ⌦cba
�3 + ⌦

de

a�3(1+w) + ⇢⌫+r(z)/⇢crit + ⌦ka
�2 yes V

w
0

waCDM ⌦cba
�3 + ⌦

de
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⇤�w0/⌦DE no V
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0
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de
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�2 yes IV-V
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1

+ ⌦k)a
�2 + ⌦

2

a�1 + (1� ⌦cb � ⌦k � ⌦
1

� ⌦
2

) yesa IV

Early Dark Energy See relevant section. no VIA

Decaying Dark Matter See relevant section. no VIB

⌫CDM free neutrino mass (⌃m⌫ < 1 eV) no VIC

�N
e↵

⇤CDM non-standard radiation component ( 2 < N
e↵

< 5) no VID

Tuned Oscillation See relevant section. no VIE
a

with Gaussian prior ⌦k = 0± 0.1

Table I. Models considered in the paper and section in the paper where they are discussed. The top section is the minimal
cosmological model (with and without curvature) and various extensions in the dark energy sector. The middle group are two
models used to mimic non-parametric methods (i.e., flexible models where the only de-facto assumption is smoothness of the
expansion history). The bottom group are various extension of the minimal model to which we are sensitive only in conjuction
with the CMB data. Throughout, ⌦cb is the z = 0 density parameter of baryons + CDM and ⇢⌫+r(z) is the energy density of
radiation + massive neutrinos. All models except ⌫CDM and N

e↵

⇤CDM adopt
P

m⌫ = 0.06 eV and the standard radiation
content N

e↵

= 3.046.

Name Redshift DV /rd DM/rd DH/rd r
o↵

6dFGS 0.106 3.047± 0.137 – – –

MGS 0.15 4.480± 0.168 – – –

BOSS LOWZ Sample 0.32 8.467± 0.167 – – –

BOSS CMASS Sample 0.57 – 14.945± 0.210 20.75± 0.73 �0.52

LyaF auto-correlation 2.34 – 37.675± 2.171 9.18± 0.28 �0.43

LyaF-QSO cross correlation 2.36 – 36.288± 1.344 9.00± 0.30 �0.39

Combined LyaF 2.34 – 36.489± 1.152 9.145± 0.204 �0.48

Table II. BAO constraints used in this work. These values are taken from [21] (6dFGS), [23] (MGS), [26] (BOSS galaxies), [27]
(BOSS LyaF auto-correlation), and [28] (BOSS LyaF cross-correlation). For our likelihood calculations, we adopt Gaussian
approximations for 6dFGS and LOWZ (with 6dFGS truncated at ��2 = 4), while for others we use the full �2 look-up tables.
The LyaF auto-correlation and cross-correlation results are used directly; the combined LyaF numbers are provided here for
convenience.

one is consistent throughout. In this work we adopt the
CAMB convention for rd, that is the value that is reported
by the linear perturbations code CAMB[36]. In practice,
we use the numerically calibrated approximation

rd ⇡
55.154 exp

⇥
�72.3(!⌫ + 0.0006)2

⇤

!0.25351
cb !0.12807

b

Mpc . (15)

This approximation is accurate to 0.021% for a standard
radiation background with N

e↵

= 3.046,
P

m⌫ < 0.6 eV,
and values of !b and !cb within 3� of values derived
by Planck. It supersedes a somewhat less accurate (but
still su�ciently accurate) approximation from [26] (their
eq. 55). Note that !⌫ = 0.0107(

P
m⌫/1.0 eV), and a 0.5

(1.0) eV neutrino mass changes rd by �0.26% (�0.92%)
for fixed !cb. For neutrino masses in the range allowed by
current cosmological constraints, the CMB constrains !cb

rather than !cb+!⌫ because neutrinos remain relativistic

at recombination, even though they are non-relativistic
at z = 0. For the case of extra relativistic species, a
useful fitting formula is

rd ⇡
56.067 exp

⇥
�49.7(!⌫ + 0.002)2

⇤

!0.2436
cb !0.128876

b [1 + (N
e↵

� 3.046)/30.60]
Mpc ,

(16)
which is accurate to 0.119% if we restrict to neutrino
masses in the range 0 <

P
m⌫ < 0.6 eV and 3 < N

e↵

<
5. Increasing N

e↵

by unity decreases rd by about 3.2%.
For ⇤CDM models (with

P
m⌫ = 0.06 eV, N

e↵

=
3.046) constrained by Planck, rd = 147.49 ± 0.59 Mpc.
This 0.4% uncertainty is only slightly larger for o⇤CDM,
owCDM, or even ow

0

waCDM(see Table I for cosmolog-
ical model definitions), because the relevant quantities
!cb and !b are constrained by the relative heights of the
acoustic peaks, not by their angular locations. The in-
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Inflation: Initial Conditions

Planck + DESI forecasts (improve over Planck alone)

Inflationary models predict different primordial power spectrum

These constraints include Lyman-α power spectrum only

Bispectrum would improve σαs by an extra factor of 2

Slow roll inflation:
αs ~ (1-ns)2 > 0

Font-Ribera++ (2014b)
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The Lyman-α forest

Quasar

z = 2.6

Intervening gas imprints absorption features in high-z quasar spectra  
These fluctuations are tracing the underlying density field along the line of sight

3800 4000 4200 4400

� (Å)
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u
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Ly↵ peak

z = 2.5z = 2.1

505 Mpc

Figure by Casey Stark (UC Berkeley)


