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Figure 1.2 . The map r(t,s) for an extended rigid junction. The node
ν has three lines λ1, λ2 , and λ3 attached to it. The net on the left is
mapped into the Cosserat net on the right.

If ν is a point junction, then r(t,ν) = rλ(t,ν) for all lines λ which con-
nect to ν. If all the junctions are point junctions, then r(t,s) is a contin-
uous function of s. If ν represents an extended junction, then there will
be a difference between r(t,ν) and rλ(t,ν) which is given by the vector
ξ(t,ν,λ) such that

rλ(t,ν) = r(t,ν) + ξ(t,ν,λ), (1.1)

where

ξ(t,ν,λ) =
3∑

i=1
ξdi (ν,λ)di(t,ν), (1.2 )

so the components ξdi (ν,λ) are independent of t.
The directors are in general discontinuous at the nodes. (See Figure

1.3 .) We write dj |λ(t,ν) as the value of the jth director at the endpoint of
line λ at ν (the vertical bar is used simply to distinguish subscripts). Fur-
thermore, dj(t,ν) is the jth member of a rigid body frame at ν. If there is
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a) b) c) d)

Fig. 1. Cosserat nets are graph-like structures that consist of elastic joints linked by elastic rods. In this paper, we propose to employ CORDE to model
such objects. Cosserat nets have a broad spectrum of applications in the field of animation. a) An animation of a chain modeled from linked elastic rings. b)
Close-up of the chain. c) Animation of two heavy objects falling on two trusses. d) CORDE is suited for simulating coarse nets.

that is focused on hair interactions, where the hair strand is
modeled from clusters linked by bending springs. Brown et al. [1]
published an approach to simulate knotting of ropes, including
a robust collision handling scheme. They model the rope from
a chain of masses and springs. However, in contrast to our
deformation model, neither of these models is able to handle
torsional torques.

A deformable model that handles torsional torques has been
presented by Wang et al. [13]. Similar to [1], they model a thread
from a chain of springs. In addition, they link the segments
by torsional springs. In contrast to their work, we employ an
energy-based approach to compute the restoration forces. Choe
et al. [14] proposed to model hair strands from rigid bodies
linked by springs, where the torques are computed from the
relative orientations of the rigid bodies. A similar model for the
simulation of cables in virtual environments has been proposed
in [15]. Recently, Hadap [16] describes a methodology based
on differential algebraic equations to simulate chains of rigid
bodies that includes torsional stiffness dynamics. In turn, this
approach is computationally expensive and thus less suitable for
interactive applications. The large stretching stiffness of elas-
tic rods usually limits the efficiency. This problem is partially
alleviated by Kubiak et al. [17] who combine the position-
based cloth-simulation approach of Mueller et al. [18] with a
simple mass-spring approach to represent the rod. Similar in
spirit is the approach of Selle et al. [19] that employs a concept
they call ”altitude springs” to handle twisting deformation in
the simulation of hair. For both approaches, material torsion is
supported. However, since the twisting and bending moments are
not coupled, many torsional effects cannot be reproduced.

Terzopoulos [2] has been the first who considered a continuous
energy formulation of the curve in space subject to geomet-
ric deformation. Later, Qin and Terzopoulos [20] proposed a
physically-based deformation model of a NURBS curve. They
derive continuous kinetic and deformation energies, and evolve
the curve by employing Lagrangian mechanics. A finite element
analysis enables the simulation of the curve at interactive rates.
Similar in spirit is the approach of Remion et al. [21]. They
employ successions of spline segments to model knitted cloth. In
contrast to [20], they consider the control points as the degrees
of freedom of the continuous object. The use of splines was also
suggested by Lenoir et al. [3] and by Phillips et al. [22] in order
to model threads. These approaches can also handle complex
collision configurations, as recently shown by Kaldor et al. [23]
in the context of the simulation of knitted cloth. Here, the authors
model the yarn with one single spline, which is in contrast to [21].
These approaches have in common that material torsion can not

be represented. In contrast, our deformable model handles both
bending and torsion of rods in contact.

The Cosserat theory for elastic rods has first been introduced
to the community by Pai in 2002 [6]. He models the statics
of thin deformable structures such as catheters or sutures. He
assumes the rod to be unshearable and inextensible. The con-
figuration of the rod is obtained by solving the resulting BVP.
This approach provides an efficient and physically correct way
to animate continuous elastic rods. However, the model does
not handle dynamics. Furthermore, self-contact and interactions
require numerically sensitive shooting techniques to solve the
differential equations.

Recently, Bertails et al. [24] proposed an important extension
of Pai’s work. They simulate hair strands as chains of helical
segments. The Darboux vectors constitute the DOFs of the strand.
To evolve the hair strands, they employ Lagrangian dynamics.
The configuration of the hair strand is reconstructed from the
generalized coordinates that conform to twist and curvature of
the segments. Still, as their approach has complexity O(N2)
with N the number of segments, the approach is less suitable
for handling contacts that require a large number of DOFs. In
contrast, our scheme is linear in the number of elements, and
designed to handle complex contact configurations such as knots.
Further, we replace the viscous dissipation energy of [24] by a
term that additionally considers internal friction without affecting
the rigid body motion of the rod.

Similar in spirit is the approach earlier proposed by Wakamatsu
et al. [25] in the field of robotics. In contrast to Bertails et al., they
employ the three Eulerian angles together with a stretch parameter
as DOFs of the rod. The geometric configuration of the rod is then
reconstructed by integrating the orientation field. However, it is
unclear how the singularities of the Eulerian angles at the poles
are handled. Moreover, the proposed model is limited to static
equilibria.

It is obvious to combine spline-based methods with the
Cosserat approach. Theetten et al. proposed a geometrically
exact, dynamic spline model which supports both geometric and
material torsion [8], [26]. In contrast to Bertails and similar to
us, they employ the spline control points as DOFs of the rod.
Material torsion is modeled by a single roll parameter. This
model is accurate, efficient, constraint-free and does not exhibit
the ’ghost inertia’ problem of CORDE (see Sec. V). However,
a concept of material orientation cannot be easily handled with
this formulation, as laid out in Sec. III. Moreover, their dynamic
formulation is as well an approximation of the exact dynamics,
as detailed in Sec. V.

The research on elastic rods cumulates with a recent publication
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Fig. 13. We vary the end-to-end rotation of a spheroidal object that consists of four elastic rods. This experiment illustrates the rich deformations that are
achieved by employing CORDE to model such networks of joints and elastic handles.

stability of the green truss that is induced by the non-existing
torsional shearing resistance.

To show that the difference comes exclusively from the tor-
sional shearing resistance, the same experiment is performed, but
the trusses are rotated about their main axes. Now, the deformation
in the gravity field does not induce a shearing deformation.
Consequently, no torsional torques are exerted, and the resulting
resting configurations of the two trusses do not differ (Fig. 14 b).

a) b)

Fig. 14. To illustrate that torsional shearing resistance has a major influence
on the simulation of Cosserat nets, we simulate two trusses in a gravity field.
In contrast to the truss on the back, the front truss has no shearing resistance.
Therefore, its stability is reduced, resulting in a flexed resting configuration a).
To illustrate that this behavior is exclusively induced by the differing shearing
resistances, the same experiment is performed with the two trusses rotated by
90 degrees. In this setting, the trusses are not subject to torsional deformation,
and consequently the resulting resting configurations do not differ b).

To give another example of the dependency of the simulation on
the torsional shearing, we repeat the ribbon experiment (Fig. 15)
with ribbons of differing shearing resistances. Both ribbons have a
Young modulus E = 0.2MPa, a stretching modulus Es = 5MPa,
a radius r = 0.01m and a density Ω = 1300kg m°3. The internal
friction is ∞t = 20kg m3 s°1 and ∞r = 0.5kg m3 s°1. The sizes
of the ribbons are 24 £ 1m. While the blue ribbon in Fig. 15 a)
has a torsional shearing resistance G = 0.2MPa, the green ribbon
in Fig. 15 b) has no shearing resistance. The blue ribbon coils up
regularly, which is enabled by handling the torsional deformation.
This behavior cannot be reproduced by the green ribbon, it results
in chaotic loops on the ground.

Since CORDE handles both bending and twisting deformation
modes, the Cosserat nets provide a high physical plausibility. To
illustrate this, we perform an experiment where we vary the end-
to-end rotation of a spheroidal object depicted in Fig. 13. The
four rods linking the two ends successively deform until an eight-
shaped state is reached.

A net can be understood as a bundle of single threads, forming
a planar two-dimensional structure. In contrast to knitted garment,
the single threads are tied together in each crossing. Thus, we can
model a net by employing CORDE, where we consider a joint

a) b)

Fig. 15. Simulation of an elastic ribbon falling onto the ground. While the
blue ribbon a) has a resistance to torsional shearing, shearing deformation is
not handled for the green ribbon b). Consequently, the blue ribbon coils up
while the green ribbon falls in chaotic loops.

in each crossing of the net. By simulating such Cosserat nets,
we obtain the expected cloth-like behavior of the objects. While
dense nets could also be modeled and (more efficiently) simulated
by employing triangle topologies and thin shell methods, the
simulation of coarse nets is enabled by employing CORDE, as
depicted in Fig. 16. The computational effort to simulate bigger
nets is remarkable, especially since the complexity of the collision
detection grows quadratically with the number of segments. The
coarse net in Fig. 16 a) and b) is modeled from 0.8K points, 0.9K
centerline elements and 1.1K orientation elements. Computing
the deformation and integration takes 6.6ms, collision detection
takes 62.3ms in average, and collision response is cheap with
0.3ms. The dense net in Fig. 16 c) and d) is modeled from 1.2K
points, 1.5K centerline elements, and 3K orientation elements.
Computing the deformation and integration takes 14.5ms, colli-
sion detection takes 224ms, and collision response takes 10.6ms.

VIII. CONCLUSION AND OUTLOOK

We have introduced the Cosserat nets, a useful extension of the
CORDE deformation model to networks of elastic rods. We have
started with a detailed derivation of the statics and dynamics of
the CORDE deformation model. This derivation differs from the
previous work in [7] and allows for a better understanding of the
theory. We have further discussed the benefits and limitations of
the dynamics of CORDE, which should encourage researchers to
keep on investigating into dynamic elastic rod models. The dis-
cussion is accompanied with a careful validation of the CORDE
model by comparing it to a physically accurate FE deformation
model recently presented in the field of mechanics [5]. Thereby,
we have illustrated that CORDE reproduces the important effects
subject to elastic rods, such as unstable equilibrium and balance
of strain rates.

By linking elastic rods at control points and inserting orien-
tation elements with intrinsic curvature at the joints, we have

Cf. Teschner

Networks of strings and masses

Cosserat theory of (strings, beams) rods
Antman et al., Grautus et al.........
No control theory so far!
See, however, Ch. Strohmeyer PhD 2017 at FAU
And Charlotte Rodriguez current PhD student in ConFlex see Wednesday morning

Linear strings and masses: Hansen Zuazua 1995 -> asymmetric spaces
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Two strings coupled via springs
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Two strings coupled via a Maxwell element
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Mutliple string-spring system

uitt(x , t)� Ki (u
i
x)x = 0, i = 1, 2, 3, (x , t) 2 (0, 1)⇥ (0,T )

u1(1, t) = 0, ui (1, t) = hi (t), i = 2, 3, t 2 (0,T )

� Ki (u
ix)(0, t) +miu

i
tt(0, t) + i

0

@2ui (0, t)�
3X

j 6=i

uj(0, t)

1

A = 0, i = 1, 2, 3,

ui (x , 0) = �i (x), uitt(x , 0) =  i (x), x 2 (0, 1).
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Coupling via a general viscoelastic graph

and dash-pots
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A general viscoelastic coupling
see also Rivera and Andrade Math. Meth. Appl. Sci., 23, 41-61 (2000)
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Integration of the nodal conditions....
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Standard format for a scalar problem
Y.Wang, G.L. T.Li :Math. Meth. Appl. Sci. 40(10), 3808-3820, 2017

8
>>>><

>>>>:

utt � K (u, ux)x = F (u, ux , ut), 0 < x < L,

x = 0 : m0utt(0, t) = G (t, u, ux , ut)(0, t) + h(t)

x = L : mLutt(L, t) = Ḡ (t, u, ux , ut)(L, t) + h̄(t), 0  t  T

t = 0 : (u(x , 0), ut(x , 0))
T = (�(x), (x))T, 0  x  L

where we assume:

Kv (u, v) > 0, F (0, 0, 0) = 0, K (0, 0) = 0

G (t, 0, 0, 0) = 0, Ḡ (t, 0, 0, 0) = 0, T >
Lp

Kv (0, 0)

integrated version:

x = 0 : m0ut(0, t) = m0 (0) +

tZ

0

G (t, u, ux , ut)(0, s)ds +

tZ

0

h(s)ds

x = L : mLut(L, t) = mL (l) +

tZ

0

Ḡ (t, u, ux , ut)(L, s) +

tZ

0

h̄(s)ds
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Essential result on first order systems

Indeed, we look into a more general set-up:

@tu + A(u)@xu = F (u),

where F (0) = 0 and A(u) has the following structure

li (u)A(u) = �i (u)li (u), A(u)ri (u) = �i (u)ri (u), i = 1, . . . , n

li (u)rj(u) = �ij , rj(u)ri (u) = 1, i , j = 1, . . . , n

�p(u) < �q(u) = 0 < �r (u),

1  p  l , l + 1  q  m, m + 1  r  n

We define vi := li (u)u and then reformulate the system as

<latexit sha1_base64="NRVZJMZ18UUp/CJouSLyKKGW/3Y=">AAAE2XichVJLb9QwEJ4uC7Th1cKRy4guVQuhypYDqHSl8qpAAqlI9CE11cpJvFl3HSd1nJay7IEb4sqv4wdw5RdwYOzNVipFqiN77G/m+zwzTlRIUZog+DnVuNS8fOXq9Ix37fqNm7dm525vl3mlY74V5zLXuxEruRSKbxlhJN8tNGdZJPlONHhp/TtHXJciVx/NScH3M5Yq0RMxMwR156Z+vVUJ54mPxxxlng9QKJMjwyzXHFOuuGYSS24eVcWqF+55YcG0EUx2DVYPny9WS6fAJ6w6GwT4XrjvHfc58Vsbi8FSJ2ghUwm2bHQL+6xE0+fYy6XMj4VKsTS6ik2luRdGPBVqyKRI1YORJ7uCKJa20AklFZUwh4xxH8NnaJ3aHc9E6EmEj6LT9sMkN6WPKgxrTd09sKrYCRMuDesOxcHI6Y0dtWLbQcI/OCsxuaiwEmuT06FlBLiGE0DbDCgc26Hkh1i4VfoLNin5cAweujVziWY1pt2qvJCr5LQVOxwT3qNHxtZRV6x2cFxHNW4t9VOh5r1cZ5VkhrsGlyel4Rmy0vO87ux8sBy4gec37XozD/XYzGd/QwgJ5BBDBRlwUGBoL4FBSd8etCGAgrB9GEJEfuaiNIzAg/vErSiKUwQj1oDWlE57Narq6NKxY7pF0rRcJC7CBvk1qVbuVqtakv1D87PDUrrj/zcMnbLN8IRsRIozTvE94Qb6FHERM6sjJ7lczLRVGejBU1eNoPwKh9g641OdV+TRhA2cB+G1i0xJI3LnI+qAIrtFGdguTxTQVZyQZc5yp6JqRUZ6mqyhafPx3KtxyiZ0NYWkyxyjoMyF67OCEf0O7X8f//xme2W5/Xh55cPK/PqL+seYhrtwDxbp9Z/AOryBTco3brxr6Maw8aW51/za/Nb8Pg5tTNWcO3BmNH/8BYrHM4A=</latexit>
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Equation in characteristic form
li (u) (@tuj + �i (u)@xuj) = li (u)F (u) =: fi (u), i = 1, . . . , n

x = 0 :vr = Gr (t, v1, .., vl , vl+1, .., vm) +

tZ

0

Hr (s, v)ds + hr (t), r = m + 1, .., n

x = L :vp = Gp(t, vl+1, .., vm, vm+1, .., vn) +

tZ

0

Hp(s, v)ds + hp(t), p = 1, .., l

t = 0 :u = �(x), 0  x  L

We require additionally:

Gr (t, 0, . . . , 0) = 0,Hr (t, 0) = 0, r = m + 1, . . . , n

Gp(t, 0 . . . , 0) = 0,Hp(t, 0) = 0, p = 1, . . . , l

and C
1 compatibility conditions.

<latexit sha1_base64="mrauZEvYcoyWmaGA0sgOEspaoOM=">AAAFEHichVJLb9NAEJ6GAG14tXCEw4qWKCFWZJcDqJWlikLpoUhFog+p21pre5MsXT9qr6OEKCf+Af+CK1y4Ia78A/4Ev4AD47WT0ofUtdYzOzPfN49dN5YiVab5e6ZyrXr9xs3Zudqt23fu3ptfuL+bRlni8R0vklGy77KUSxHyHSWU5PtxwlngSr7nHq/n/r0+T1IRhe/VMOaHAeuGoiM8ptDkLFQeUZd3RThiUnTDp+OadEQja9ap5B3VoDFLlGDSUZnzoUUl8vpMB0w9A/TQRHR7qmkX2A3c9kpH6wahq0TYlkH9SKUGCSmtDWxzpU76TmK/cZKGMvqOZbTbKCTukWxZ4/yIAUGzRUWoqBSBUKljHqlNBKRGv+mnrV6OzfkNkthBS1OU9FuaPkb6WNNPOZEyPwanKcJLUsSnKeJJitjWCSTyK11+ZtO4JxqDokMTx3VCBvq/VaM89Kfz3OMk4SeZSDhhvi/yqTMphyu1c3OvF8Mwy0mZTds0yGZh0zpdLfr8b5J1UrRonsXEE0x8OniZl3m2Mhb6ZGn9yFoiXhTE+B5cIYUa4iks6kzbzvyi2Tb1IhcVq1QWoVzb0fwfoOBDBB5kEACHEBTqEhik+B2ABSbEaDuEEbjoZzoqgTHU4AliM4ziGMEQdYz/Lp4OSmtYRqca7WEWiTvHEsQS2EB/gqyZzpqzpij/4v6obV3McXmGkWbOKxyidJFxTjO+RbuCHkZchQzKyEktVyPzrhR04IXuRmB9sbbkfXpTnlfoSdB2rD0EXuvILnK4+tzHCYQod7CCfMoTBqI79lEyLblmCUtGhnwJSoU7r6emb41jNVT3RJGXaUSMlQs95xDG+Bys85d/UdldblvP2svvlhfXXpYPYxYewmNo4O0/hzXYhG2s16t8qnypfK18q36ufq/+qP4sQiszJeYBnFnVX/8AKN9EmQ==</latexit>
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Two-sided exact controllability

Theorem (two-sided controllability)
Let T > Lp

Kv (0,0)
. For any given initial data (�, ) and final data (�, )

with small norms k(�, )kC 2⇥C 1 , k(�, )kC 2⇥C1, there exist boundary
controls h(t) and h̃(t) with small C (0,T )-norms such that the IBVP
with initial data

t = 0 : u = �(x), @tu =  (x), 0  x  L

admits a C 2-solution u with small C 2 norm on
R(T ) := {(t, x)|0  t  T , 0  x  L} such that the final conditions

t = T : u = �(x), @tu =  (x), 0  x  L.

<latexit sha1_base64="2Ok6xbgpDSL1Pe1OI0q45VLOeVI=">AAAFYXichVJLT9tAEB4CacF9AT1yWRVXSqQQOemhFRUVgha1KpXSKjwkFqK1vYlX+MXuOiQN+Ze99Nx7f0DVQ8cbgwIUsZZ31jPffDPfrN00FEo7zs+Z0uxc+cHD+QXr0eMnT58tLi3vqySTHt/zkjCRhy5TPBQx39NCh/wwlZxFbsgP3NPtPH7Q51KJJG7rYcqPI9aLRVd4TKOrs1SK2gFPJI9IRZ8na0r43CdeEmuZhCFzRSj0sEqptcs1sdvvaFcyb7Q7HlF1JvXoc6dfcWpOdTy262QnkYTFQ9ITfR4TEQstWEh8phmxKzQNRI2mSlRtBPmkK+KpYCsPtkzwXOiAqIiFIYkTGSli04upbHrRGW2fNKkWEVdk+6QxtmsTyBXHDYhB6IBLTvgAB0rcJIt9JoeXMrFEUNFFXzamhT4fBWPjmurG3kap7aq9NmlLZV6AtEzn3OTT1n5rAp7WbdEjS28464SeZcwn2UauozKo1gh9S2jKZI7saBNQVwGHhvyMDMy+a9Fji/mR0IrgpFCWvaaSMMsvj9jZjQYxaoZG8uC3Sru6vkEsOqro2qB6UfBqs7dr18vQsX1D0eSCcES+yIupiZb2lJbWXVpad2ip0+PO4qpTd8witw+N4rAKxWoli7+Bgg8JeJBBBBxi0HgOgYHC5wga4ECKvmMYgYtxZlASxmDBS8zNEMURwTDrFPcefh0V3rhAK5PtYZUQ3zyXYC6BHYxLZM1M1ZxVof2L73fj62GN/1cYGea8wyFaFxkXDOMX9GsIEHFfZlQgL3u5PzNXpaELb4wagf2lxpPr9K543mNEou/URAh8MMgecrjmu48TiNHuYQf5lC8ZiFHso2XGcsMSF4wM+SRajW/ej2VujWM31GiiyMtMRoqdCzPnGMb4OzRuXv7tw36z3nhVb35trm5uFT/GPKzAC6jg7b+GTfgILezXK/0o/ZmdnZ2b+1VeKC+WlyfQ0kyR8xyurfLKP2cIYws=</latexit>
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One-sided exact controllability
Theorem (one-sided controllability)
Let T > 2Lp

Kv (0,0)
and assume

@G (t, 0, 0, 0)

@v
6= 0, t 2 [0,T ].

For any given initial data (�, ) and final data (�, ) with small norms
k(�, )kC 2⇥C 1 , k(�, )kC 2⇥C1, with h(t) ⌘ 0 there exist a boundary
control h̃(t) with small C (0,T )-norms such that the IBVP with initial
data

t = 0 : u = �(x), @tu =  (x), 0  x  L

admits a C 2-solution u with small C 2 norm on
R(T ) := {(t, x)|0  t  T , 0  x  L} such that the final conditions

t = T : u = �(x), @tu =  (x), 0  x  L.

<latexit sha1_base64="T0SeV99owKZknTmLcjbhpzxCkYA=">AAAFtHichVLvbhNHEB9i3JKjlAAf+TJqDtWWLtbZlQAFBSHSUhBBcpGTIGUda+9uY69yt3fZ3XPjOn43XqMvwRPwoXPrS0hCEXvanb2Z3/zm30ZFKo0Nw39vrDRuNn/48daqd/unOz/fXbt3f8/kpY7Fbpynuf4QcSNSqcSulTYVHwoteBalYj863q7s+1OhjczVwM4KMcz4WMkjGXNLqtG9lY+Dici1yLCVK7FhZCISjHNldZ6mPJKptLM2Y96OsOgPnrMjzeN5b2cxZ+ZE2/nb0bQVBmF7sfCRqwS5MWUmPN9fAlnBtZU8xT9bNggDh/yinC6YEicYBmiZVHgQBoNhx/fxVa6JbIZjORUKpZIOnXDL0W+xYiIDVhjZXkY8kuqSsV8Z+874t7QTNBlPU1S5zgz67OySNzsbzbcPe8zKTBjcPuwu/GAJueC4BnEIx+pPWrbNxEkppxj6aCdCCxSnNC3kGOWlSrienXeRSK1MEzGfLMjrSl7+NjVv0PY3lgmaMp4QGbcVI755uddfgi93wGMHnt0KN5GdlDzBcquqqHXaDpA9w/POjqwzmAtDyFJq9Kk7dzw29HiSSWsoW58K9DdMnpbVe0C/vJYgWV37sDK+bw3am1vosTmN87R9VvNadw6Cq2EYPYmrFS1HRW1JZBXMLGsZXKql/61a+t+opcOGo7X1sBO6hV9fuvVlHerVz9c+AYMEcoihhAwEKLB0T4GDoe8AuhBCQbohzCEiO3coDQvw4BH5loQShODkdUznmP4Oaq2q0cZ5xxQlpV35IvkivCK7JtbSRa1YDcnPtP9xujHF+P8Ic8dcZTgjGRHjqmN8R3oLE0J8zzOrkee5fN+zqsrCETx11UjKr3Caqs74gud3smjSHTsLwh8OOSaOyP1PqQOK5C5lUHX5nAFdxQlJ7qRwLKpm5MSnSVraVT6em5qgbJiriREvdx4FZS5dnxUs6Dl0rw//68ter9P9rdP7q7f+4mX9MG7BQ/gFWjT9J/ACXkOf8o0bvzbeNfYa+83HTdaMm2IJXblR+zyAK6up/gMEYH4p</latexit>



27.08.19 14KONTINUIERLICHE

OPTIMIERUNG

Results for system Wang, G.L., Li 
Nonlinear Analysis  49 pp. 71-89 to be published: OCT 2019  

Consider the following coupled system of 1-D quasilinear wave equations:

uitt � (K i (ui , uix))x = F i (u,ux ,ut) (i = 1, ..., n),

where u = (u1, ..., un)T is an unknown vector function of (t, x),
ux = (u1x , ..., u

n
x )

T,ut = (u1t , ..., u
n
t )

T,K i = K i (ui , v i ) are given C 2

functions of ui , v i , such that

K i
v i (ui , v i ) > 0 (i = 1, ..., n),

F i = F i (u, v,w) are given C 1 functions of u, v,w, such that

F i (0, 0, 0) = 0 (i = 1, ..., n).

Without loss of generality, we may assume that

K i (0, 0) = 0 (i = 1, ..., n).
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Nonlinear systems with masses
At the end x = 0, we prescribe the following coupled nonlinear dynamical

boundary conditions:

x = 0 : uitt = G i
(t,u,ux ,ut) + hi (t) (i = 1, ..., n),

where G i
= G i

(t,u,ux ,ut) are given C 1
functions of its arguments, hi (t)

are C 0
functions of t for (i = 1, ..., n).

Similarly, at other end x = L, the boundary conditions are given by

x = L : uitt = Ḡ i
(t,u,ux ,ut) + h̄i (t) (i = 1, ..., n),

where Ḡ i
= Ḡ i

(t,u,ux ,ut) are given C 1
functions of its arguments and

h̄i (t) are C 0
functions of t for (i = 1, ..., n), respectively.

Here, without loss of generality, we may assume that

G i
(t, 0, 0, 0) ⌘ Ḡ i

(t, 0, 0, 0) ⌘ 0 (i = 1, ..., n).
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Initial and final data

The initial condition is given by

t = 0 : (u,ut) = (�, ), 0  x  L,

where � = (�1, ...,�n)T is C 2 a vector-valued function of x with small
C 2[0, L] norm,  = ( 1, ..., n)T is C 1 a vector-valued function of x with
small C 1 norm, such that the conditions of C 2 compatibility at the points
(t, x) = (0, 0) and (0, L) are satisfied, respectively.
The final condition is given by

t = T : (u,ut) = (�, ), 0  x  L,

where � = (�1, ...,�n)T is a C 2 vector-valued function of x with small
C 2[0, L] norm,  = ( 1, ..., n)T is a C 1[] vector-valued function of x
with small C 1[0, L] norm, such that the conditions of C 2 compatibility at
the points (t, x) = (T , 0) and (T , L) are satisfied, respectively.
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Semi-global classical solutions

Theorem: Existence of semi-global classical solutions:

Under the assumptions above, for any given T > 0, suppose that
k(�, )k(C 2[0,L])n⇥(C 1[0,L])n , khk(C 0[0,T ])n and kh̄[0,T ]k(C 0[0,T ])n are small
enough (depending on T ), and the conditions of C 2 compatibility are
satisfied at the points (t, x) = (0, 0) and (0, L), respectively. Then, the
forward mixed initial-boundary value problem admits a unique semi-global
C 2 solution u = u(t, x) with small C 2 norm on the domain
R(T ) = {(t, x)|0  t  T , 0  x  L}.

[Hidden Regularity] For the semi-global C 2 solution u = u(t, x) given
in the last Theorem, if hi (t) ⌘ 0(i = 1, ..., n), or more generally,
hi (t) 2 C 1[0,T ] with small C 1[0,T ] norm, there is a hidden regularity on
x = 0 that ui (t, 0) 2 C 3[0,T ](i = 1, ..., n) with small C 3 norm.
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Controllability

Theorem: Two-sided controllability Let

T > L max
i=1,...,n

0

@ 1q
K i
v i (0, 0)

1

A .

For any given initial data (�, ) and final data (�, ) with small norms
k(�, )k(C 2[0,L])n⇥(C 1[0,L])n and k(�, )k(C 2[0,L])n⇥(C 1[0,L])n , there exist

boundary controls H = (h1, ..., hn) and H = (h̄1, ..., h̄n) with small norms
khikC 0[0,T ] and kh̄ikC 0[0,T ](i = 1, ..., n), such that the mixed
initial-boundary value problem above admits a unique C

2 solution
u = u(t, x) with small C 2 norm on the domain
R(T ) = {(t, x)|0  t  T , 0  x  L}, which exactly satisfies the final
condition
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Controllability
Theorem: One-sided controllability Let

T > 2L max
i=1,...,n

0

@ 1q
K i
v i (0, 0)

1

A .

For any given initial data (�, ) and final data (�, ) with small norms
k(�, )k(C 2[0,L])n⇥(C 1[0,L])n and k(�, )k(C 2[0,L])n⇥(C 1[0,L])n , and for any
given boundary condition with h

i ⌘ 0(i = 1, ..., n), such that the
conditions of C 2 compatibility are satisfied at the points (t, x) = (0, 0)
and (T , 0), respectively. Suppose furthermore that

det

✓
@G i (t, 0, 0, 0)

@vj

◆

n⇥n

6= 0,

Then, there exist boundary controls H = (h̄1, ..., h̄n) with small norm
kHk(C 0[0,T ])n on x = L, such that the mixed initial-boundary value
problem admits a unique C

2 solution u = u(t, x) with small C 2 norm on
the domain R(T ) = {(t, x)|0  t  T , 0  x  L}, which exactly
satisfies the final condition
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3-d string-spring networks:Energies

Let ⇢i be the constant density of the corresponding string. Then the
kinetic energy of a single string, labeled by i , at time t is given by

Ki (Ri (·, t)) := 1
2

Z Li

0
⇢i |Ri

t(x , t)|2 dx +
1

2

X

k,j :i2I j\Ik

mj
k |R

i
t(xij , t)|2.

We shall assume that the potential energy of the same string is of the
form

V i (Ri (·, t)) : =
Z Li

0

⇥
V i (|Ri

x(x , t)|) + ⇢igR(x , t)
i · e

⇤
dx

+
1

2

X

k>i

ja
j
ik |R

i (xij , t)� Rk(xkj , t)|2

where
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Total energies for network

• V i (s) is a twice continuously di↵erentiable, convex real valued function
defined on an open subinterval I i = (ai , bi ) of the positive real axis, with
ai < 1 < bi , satisfying V i

ss(s) > 0 and V i (1) = V i
s (1) = 0;

• e is the vertical unit vector and g is the gravitational constant.

• As for the total kinetic energy and total potential energy, we define

K(R(·, t)) :=
X

i2I
Ki (Ri )

and
V(R(·, t)) :=

X

i2I
V i (Ri )

respectively.
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Lagrangian
We now apply Hamilton’s principle to the Lagrangian functional defined

for fixed T > 0 by

L(R) :=
Z T

0

(
X

i2I

Z Li

0

⇥
1
2⇢i |R

i
t(x , t)|

2dx � V i
(|Ri

x(x , t)|)� ⇢igR
i
(x , t) · e

⇤
dx

+
1

2

X

k,j :i2I j\Ik

mj
k |R

i
t(xij , t)|

2
�

1

2

X

k>i

ja
j
ik |R

i
(xij , t)� Rk

(xkj , t)|
2

9
=

; dt

The domain of L consists of R with Ri
in

O
i
:=

�
Ri

2 C 2
([0, Li ]⇥ [0,T ]; IR3

)
 
and

Ri
(·, 0) = R0,i

and Ri
t(·, 0) = R1,i ,

as well as prescribed Dirichlet boundary conditions at simple nodes

Rij (xij j , t) = Uj
(t) for j 2 J

D
and for t 2 [0,T ].
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Euler-Lagrange equations

⇢iR
i
tt(x , t) = Gi (Ri

x(x , t))x � ⇢ige for each i 2 I

with Gi : IR3 7! IR3 defined by

Gi (v) := V i
s (|v|)

v
|v| .

Next, for j 2 JM we choose perturbations with ri = 0 for i /2 I j and
with support in a small neighbourhood of xij for i 2 I j . As there is no
continuity condition across the joints, we are led to the multiple node
condition

✏ijG
i (Ri

x(xij , t)) +mj
iR

i
tt(xij , t)

+ j

8
<

:

0

@
djX

k=1

ajik

1

ARi (xij , t)�
djX

k=1

ajikR
k(xkj , t)

9
=

; = 0 for each j 2 JM .
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The full network system

We collect the equations and nodal conditions and write down the entire
system as follows:
8
>>>>>>>>>>>>>><

>>>>>>>>>>>>>>:

⇢iR
i
tt(x , t) = Gi (Ri

x(x , t))x � ⇢ige, x 2 [0, Li ], t 2 [0,T ], i 2 I
Rij (xij j , t) = Uj(t), x 2 [0, Li ], t 2 [0,T ], j 2 J D

✏ij jG
ij (Rij

x (xij j , t)) = Uj(t), t 2 [0,T ], j 2 J N

✏ijG
i (Ri

x(xij , t)) +mj
iR

i
tt(xij , t)

+ j

8
<

:

0

@
djX

k=1

ajik

1

ARi (xij , t)�
djX

k=1

ajikR
k(xkj , t)

9
=

; = 0 t 2 [0,T ], j 2 JM

Ri (x , 0) = R0,i Ri
t(x , 0) = R1,i , x 2 [0, Li ], i 2 I.

(E)
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Limiting model as spring stifness tends to
infinity
Notice that

X

i2Ij

✏ijG
i
(Ri

x(xij , t)) +
X

i2Ij

mj
iR

i
tt(xij , t) = 0

which provides a balance of elastic forces at node nj . if, moreover j at

the node nj tends to inifinity, then we obtain

Ri
(xij , t) = Rk

(xkj , t), 8i , k 2 Ij , t 2 [0,T ].

If then the masses mj
i = mj

, one gets the classical Kirchho↵ condition

including the mass mj
, or if m = 0 the classical transmission conditions

used in

G.L. and E.J.P.G. Schmidt: On Exact Controllability of Networks of

Nonlinear Elastic Strings in 3-Dimensional Space, Chinese Annals of

Mathematics 32B(6), 1-28 (2011).

<latexit sha1_base64="McHdaQOeaM8BN45lKqfD8EnSUO8=">AAAF5nichVLPbxtFFJ7GGNrlVwpHLk/ESI5wV7Yj2goUqTQNoUBLIE1blE2s2d1Z78SzM6udcX5gWVzhwg1x5d/in+DAmQPfTByatEhZazwz733ve997b9JaSev6/T+vLbVea7/+xvUb0Ztvvf3Ou8s333tqzbTJxG5mlGmep9wKJbXYddIp8bxuBK9SJZ6lkw3vf3YkGiuNfuJOa7Ff8bGWhcy4g2l0c+nvx8bJTJAruaMo2cOy0ypRspLOjmYykTqpuCszrmYP56PDeSJqKxViZxIX70qL2db8QHbPL9/jMjrpngREz62ufnwFZTWSB4eXomfOzV8QrPeT/ei4lFlJdWOOZC4scUq54hrKTUFCcYsqqDDoCnyOtMkFdfTosBNTJIseVaYRBp2gTjLhdc3h8ThXigtYckLnlpwh6ZukpTvteYimY+RJHZf6rEUXtF6QecE88eZJMPco+YwSSONKkexNCPXTpQYAgTTeTHv93pP9OEK9D4uzzF4hVdxaFNYJnVqvDg47PTJa0Fg4GxAZOmAxVUVfyyYrS1MUlBmdSz9mVJOpaS71OGA9GajOSBqSBS7r/c5LPK7h2lbS+qfzgsrS1IochEkSJUe25pmYfVJV82gr/iYmrnPajL+Kt+OtmHayspK5+5S+1bR5wjNHG0a7xijFU6nQWj+5x8Idm2Ziw9lo/4x5Q5uLee64BqIt0tHarQeyEtqrgbgdn7hHFG2UiLCCPtcwB5ZHaKxAd2VmaW14v3sbAxjcGt6l7rA/GKziOYyWV/pxP3z06mGwOKywxbdtlv9iCcuZYRmbsooJppnDWTHOLH57bMD6rIZtn81YCj8PqIbNWcQ+QuwUKAEER9QE/2Pc9hZWvUDbEJ0hi8LysYRYYl/A34B1GrJ6Vov9H6wfg22MHP+fYRaYvcJT7CkYbwTGR7A7VgJxVWS1QJ5ruTrSV+VYwe6GaiT01cHi68z+43kATwPbJHiIbQbkGBxpuB+hAxr7LhT4Lp8zUKg4x87DLgKLXjBy8DXYHZbXE4WpCahJQk0JeHmIqKFchj5rNsdzGLw8/FcPT4fxYC0efjdcuXd/8TCusw/Yh6yL6d9h99iXbBt6s9YPrZ9aP7d+aZftX9u/tX8/gy5dW8S8zy597T/+BQc1n6E=</latexit>
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Deviations from equlibria
We assume a stretched equilibrium Re = {Re,i}i2I and introduce
perturbations away from the given equilibrium by setting

ri (x , t) := Ri (x , t)� Re,i (x).

Noting that the Re,i do not depend on t, the system (??) is equivalent to

8
>>>>>>>>>>>>><

>>>>>>>>>>>>>:

⇢i ritt(x , t) = [Gi (Re,i
x (x) + rix(x , t))]x � ⇢ige, for i 2 I,

ri (x , 0) = r0,i (x), rit(x , 0) = r1,i (x) for i 2 I,
rij (xij j , t) = Uj(t) for j 2 J S ,

✏ijGi (Re,i
x (xij) + rix(xij , t)) +mj

i r
i
tt(xij , t)

+j

( 
djP

k=1
ajik

!
(Re,i (xij) + ri (xij , t))

�
djP

k=1
ajik(R

e,k(xkj) + rk(xkj , t))

)
= 0 for j 2 JM

(E”)
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Examples
We assume xij = 0 for all edges adjacent to N j . At this node we now
have a graph G j = (V j ,E j) of springs with adjacency structure given by

Aj = (ajik). Let D
j := diag((

djP
k=1

ajik), i = 1, . . . , d j). Then weighted

discrete Laplacean of G j is given by Lj := D j � Aj . Devote the diagonal
mass matrix Mj := diag(mj

i , i = 1, . . . , d j) and the strain matrix

K j(rx(0, t)) := diag(G i (Re,i (0) + rix(0, t)), i = 1, . . . , d j),

with rx := (r1x , . . . , r
dj

x )T . Then with rtt := (r1tt , . . . , r
dj

x )T ,

r := (r1, . . . , rd
j
)T . Then the nodal condition coupling the adjacent

strings to the springs can be written as

Mj rtt(0, t) = Kj(rx(0, t))� jL
j r(0, t).
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The ring
For a ring (cycle) with springs connecting the ends of the strings, we
arrive at the new coupling matrix

L1 =

0

BBBBBBBBB@

1 0 0 0 0 . . . �1
0 1 �1 0 0 . . . 0
0 �1 1 0 0 . . . 0
0 0 0 1 �1 . . . 0
0 0 0 �1 1 . . . 0
. . .

. . .
. . .

. . .
. . .

. . . 0
�1 0 0 0 0 . . . 1

1

CCCCCCCCCA

rtt(x , t)� (K(rx(x , t)))x = 0, x 2 [0, 1], t 2 [0,T ]

M0rtt(0, t) = K1(rx(0, t))� 0L0r(0, t), t 2 [0,T ]

M1rtt(L, t) = �K1(rx(L, t))� 1L1r(0, t) +H
1(t), t 2 [0,T ]

r(x , 0) = r0(x), rt(x , 0) = r10(x), x 2 [0, 1].
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The star

For a star-graph, we obtain accordingly

rtt(x , t)� (K(rx(x , t)))x = 0, x 2 [0, 1], t 2 [0,T ]

Mrtt(0, t) = K(rx(0, t))� jLr(0, t), t 2 [0,T ]

r(1, t) = u(t), t 2 [0,T ]

r(x , 0) = r0(x),rt(x , 0) = r10(x), x 2 [0, 1]
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Semi-global classical solutions
Consider a tree like network. Let Re be a given stretched equilibrium. For
a specified value of T > 0 there exist constants c0 and cT such that if
the initial data

w0,i = (w0,i
1 ,w0,i

2 ,wi,0
3 ) 2 C 1([0, Li ]⇥ [0,T ]; IR3)3

and the boundary data

vj(t) 2 C 1
0 ([0,T ]; IR3)

satisfy the C 2-compatibility conditions and satisfy

max
n
kw0,i

1 k1, kw0,i
2 k1, |w0,i

3 |, kvjk1
o

i2I, j2J S
< c0

there exists a unique small solution semi-global solution

w 2
Y

i2I
C 2([0, Li ]⇥ [0,T ]; IR3)3
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Exact controllability and more....open problems
• Exact controllability of a star with controls at all ends (ready)

• Open: Keep one simple node fixed. Then we expect to control in
asymmetric spaces as in the work of Zuazua and Hansen: Exact
controllability and stabilization of a vibrating string with an interior point
mass. SIAM J. Control Optim. 33 (1995), no. 5, 1357–1391.
Avdonin and Julian: Controllability for a string with attached masses and
Riesz bases for asymmetric spaces. Math. Control Relat. Fields 9 (2019),
no. 3, 453–494.
We expect interesting smoothing pattern across the spring-mass-graphs
between the controlled and fixed nodes

• Work in progress with (nonlinear) viscoelastic springs

• Stabilization issues in the general case (M.Gugat for linear strings see
Wednesday

• Exact Profil nodal controllability (see Wednesday)

• Geometrically exact beams...(Ch. Rodriguez see Wednesday)

<latexit sha1_base64="dnXSmNZwA+wIuSnlCAfxQFzH0Fw=">AAAKqnicnVbtbhNHFB2gFLMtbYCfCGnVtFKQwLKdRBB+ASmlpY0IgWBoQGh3PTarrHdXnk1IjHhQ1HfoE/RHzz0z48/gCLzKeuZ+33M/nLjMUlM1Gp/OnD33zflvL9QuBt99f+mHH5cuX3lhioNBoneTIisGL+PI6CzN9W6VVpl+WQ501I8z3Y73N4XfPtQDkxb58+q41G/6US9Pu2kSVSAVl8/9owL1s3qtYnWgMjxaVbiH6qE6UpFKcAvxLlSO0wDfIhNBOsV3Ctox+IXq4h3hz4ASQS5U78l9N6dtKFnxLbZCeMxVh/QVyGjQO7B6AzHJcwhOyUi0+qBaqo/n42difgJJsXYX5z9x0riH9K4ZWwrdkvIhaAX8yKkL+hFOHVXH7TliFhuSgWZ0R7RqkaigNZtRCP2c+RjELfFp8lLIhRPRGyfj5St6Ej8FpPdHOP6NrCI15Fs0BJ1Q/c6TGeUXfFGFvBVbH88bshIpdSereAhaDFuWm6ue0xyMbuPqRtRN6V1TomD9S3xbaghEJG8DfAP1TP2h7qstUB8T780ZLKWGFSsl3FU80hdNtYFnHV1x09VOuOu8NSGzrm6HV3nawLvOzgng5xBZi31fIYvCY/ZNyvvduRjm0eu6nKKFOFTENmFVOxNZ+8pb3zvQEMoQ55gSlj/2cVoX1Vn9LXp8dyKGO5DLyBfub/SYuRnbIJ4t1SCm03iu8rYGNFeB5hr4aw5L8dg+YR7GdddEZtwtfdgsGKGnlQ4jkbbVSBixYVx+GiRTj++tEYa3cJN+LCFliJyg854zPjlLs3NgK+GxH0/6eP7NV+yZ9mhibV+V9NdzKJipvlihp5zdlHO7DYC6nTHDeG2tLHrJDAJiS7D/8hifLZj0lFEeuM6b3kY9IqqJdkZEbY9KJlvohkfQ67kN7nt2MrfpCTG8a+q3iXxOrx3IHn9FVpM7b5uod5mhr6ePefE8ryyIafHvTviZuB7hVEzNrP11O3YT42OOiVKfUyzPCmbXzvAO4xfdHiszXIjcjbdLy416g59w/tB0h2XlPtvF0r8IW5ZhAvN9FrnCOXMDtod10ODqfYN0fZjSBlKKX6B7wHAsJPt4S6PsOWrupA21E8JeUDeErqwgaQ0Bza8LaZL/8DckrccWP8nDBweXXYoxLF6kRb/+9KmafSfpYzldU7Kq0Fh3mI00ckmK5JmM7PwKjgz8PjnSmrblI6InA26HbRcRCMreQsiMx2vJLs/cWYxgb8BGTRlPwKppRPOaOUljRtQo+Q9NRi8f0Q7N2eLPH1606s3Veutpa/neA9cYNXVN/cQf2NvqHv7J2Ea8Se16bbP2V20ruBnsBK+CPSt69ozTuaqmPkHnf/Ey8mk=</latexit>
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Open problems: sustainable controls
The spring sti↵ness may deteriorate once large deflections are involved.
The Springs undergo damage which can be represented by the time
evolution of a damage variable.

8
>>>>>>>>><

>>>>>>>>>:

y i
tt � Ki (y

i
x)x = 0 in (0,T )⇥ I i ,

⇣t = �(⇣, y1(t, x0), y
2(t, x0)) in (0,T ),

Ki (y
i
x)(x0, t) = ⇣(t)

�
y1(t, x0)� y2(t, x0)

�
, i = 1, 2

Ki (y
2
x )(t, L) = u(t), y1(t, 0) = 0, t 2 (0,T ),

y i (0, x) = y i
0(x), y i

t (0, x) = y i
1(x), x 2 I i ,

u 2 Uad , 0  ⇣(t)  1, t 2 L2(0,T ), ⇣(0) = 1

(Damage)

We then ask to minimize

Minimize J(u, y) = I (u, y) +
1

2

Z T

0
|⇣(t)� 1|2 dt

subject to system (damage). The optimal, damage-avoiding control is
then called sustainable control.
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Inspired by the joint work with F. Alabau and P. Cannarsa
(SICON 2017) and in coll. also with P. Kogut

Minimize J(u, y) = I (u, y) +
1

p

Z T

0

Z L

0
|⇣(t, x)� 1|p dx

subject to the constraints
8
>>>>>>>>>>>>>>>>><

>>>>>>>>>>>>>>>>>:

y i
tt �

�
⇣ i (t, x)Ki (yx)

�
x
= 0 in (0,T )⇥ (0, L), i 2 I

⇣ it �
�
|⇣ ix |p�2⇣ ix

�
x
= �i (⇣

i , y i ) in ⇥ (0, L), i 2 I
y i
x(t, xij) = uj(t), i 2 Ij , j 2 J S

y i (t, xij) = yk(t, xkj), i , k 2 Ij , j 2 JM , t 2 (0,T ),
X

i2Ij

dij lim
x!xij

�
⇣(x)Ki (y

i )(x)
�
= 0, j 2 JM , t 2 (0,T ),

y i (0, x) = y i
0(x), y i

t (0, x) = y i
1(x), ⇣ i (0, x) = 1 x 2 (0, L),

ui 2 Uad 2 L2(0,T ), ⇣ i (t, x) 2 [0, 1] in (0,T )⇥ (0, L),

⇣ i (t, x) = 1 in (0, L) \ E , i 2 I, t 2 (0,T ).
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Thank you for your
attention!


