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★ Low energy (LE)

✦ 15 keV - 10 MeV

✦ Coded masks

✦ INTEGRAL (2002)

Direct gamma-ray detection
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Figure 34.15: Photon total cross sections as a function of energy in carbon and lead, showing the
contributions of di�erent processes [50]:

‡p.e. = Atomic photoelectric e�ect (electron ejection, photon absorption)
‡Rayleigh = Rayleigh (coherent) scattering–atom neither ionized nor excited
‡Compton = Incoherent scattering (Compton scattering o� an electron)

Ÿnuc = Pair production, nuclear field
Ÿe = Pair production, electron field

‡g.d.r. = Photonuclear interactions, most notably the Giant Dipole Resonance [51]. In these
interactions, the target nucleus is usually broken up.

Original figures through the courtesy of John H. Hubbell (NIST).

11th August, 2022
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Workman et al. (PDG) PTEP 2022 (2022) 083C01

★ Medium energy 
(ME)

✦ 1-30 MeV

✦ Compton camera

✦ COMPTEL 

(1991-2000)

★ High Energy (HE)

✦ 100 MeV - 300 GeV

✦ Pair conversion 

tracker + 
calorimeter


✦ Fermi-LAT (2008), 
Agile (2007), 
CALET (2015), 
DAMPE (2015)



XLIX IMFP. Benasque, September 8, 2022 J. Rico - Gamma-ray Astronomy

Indirect gamma-ray detection
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Ground-based detectors
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Credit: Richard White
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HE sources
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HE sources
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⚠  General LAT catalogs based 
on long-term significance:
transients not included.

The second LAT GRB catalog 
contains 186 GRBs not shown 

on this map.

of 38L. Tibaldo

VHE sources

9

Thanks to D. Horan and S. Wakely for sharing TeVCat dataHE VHE

L. Tibaldo of 38

HE and VHE source classes

Source diversity → particle acceleration and transport in a variety 
of astrophysical conditions and environments.

10

Thanks to D. Horan and S. Wakely for sharing TeVCat data

L. Tibaldo of 38

HE and VHE source classes

Source diversity → particle acceleration and transport in a variety 
of astrophysical conditions and environments.
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Thanks to D. Horan and S. Wakely for sharing TeVCat data

Credit: L. Tibaldo (ECRS2022)
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Science with HE and VHE gamma rays
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Cosmic rays origin 
and interactions

Cosmic accelerators

Physics Beyond 
the Standard ModelPropagation effects

Multi-wavelength Multi-messenger

cosmic rays accelerators

BSMpropagation

MW/MM MW/MM
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Cosmic rays origin and 
interactions

9



XLIX IMFP. Benasque, September 8, 2022 J. Rico - Gamma-ray Astronomy

Galactic diffuse emission
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The Astrophysical Journal, 750:3 (35pp), 2012 May 1 Ackermann et al.

Figure 2. E(B − V ) extinction map from Schlegel et al. (1998). Shown are contours for 2 mag (magenta) and 5 mag (white). Note that the latitude scale is stretched
two times compared to the longitude scale for clarity. We also clip the scale for E(B − V ) at 5 mag.
(A color version of this figure is available in the online journal.)

N(H i) in the optically thin limit provides a robust lower limit
on the H i column density. To account for spurious negative
residuals in the reddening map we limit the residual such that
the sum of E(B − V )res and the equivalent reddening of N(H i)
and W(CO) is never less than the equivalent reddening of N(H i)
in the optically thin limit. The equivalent reddening of W(CO)
and N(H i) is evaluated using the determined gas-to-dust ratios,
implicitly using the XCO ratio given in Table 2. W(CO) is
included in the sum to account for possible variations in the XCO
ratio in the Galaxy, i.e., N(H i) − N(E(B − V )res) might be less
than N(H i) in the optically thin limit because we overestimate
XCO. We further limit the absolute value of the negative residuals
to be less than the H i column density for each LOS so no pixels
in the reddening-corrected annular column density maps are
negative. This last requirement is needed because our method
for calculating the expected model counts assumes no negative
pixels. The number of pixels affected by these two cuts is a small
fraction of the total and does not affect our results significantly.

Note that this method effectively replaces the N(H i) estimate
with N(H i)+N(E(B − V )res) in the regions not affected by the
E(B − V ) magnitude cut (see Figure 2). As described earlier,
this changes the meaning of TS because it now acts only as a
proxy for the gas-to-dust ratio for a large part of the sky.

3.4. Interstellar Radiation Field

The Galactic ISRF is the result of emission by stars, and the
scattering, absorption, and re-emission of absorbed starlight by
dust in the ISM. Because the ISM is not optically thin for the
stellar emission due to the interstellar dust, a radiation transport
code must be used to model the distribution of low-energy pho-
tons throughout the Galaxy. We calculate the ISRF using the
FRaNKIE66 code (Porter et al. 2008; see Appendix C for more
details). The ISRF model we use in this paper (the “maximum
metallicity gradient” model from Porter et al. 2008) has an input
bolometric stellar luminosity ∼4 × 1010 L$. This is distributed
across the stellar components boxy bulge/thin disc/thick
disc/halo with fractions ∼0.1/0.7/0.1/0.1. Approximately 20%

66 Fast Radiation transport Numerical Kode for Interstellar Emission.

of the input stellar luminosity is reprocessed by dust and emitted
in the infrared.

A major uncertainty with the ISRF model is the overall
input stellar luminosity and how it is distributed among the
components of the model. Higher input stellar luminosities for
a particular component, e.g., the bulge, will increase the CR
electron/positron losses via inverse Compton (IC) scattering
and hence the overall output in γ -rays approximately over the
spatial region where the stellar model component dominates.
Estimates available in the literature illustrating the range for
the total Galactic stellar luminosity are, e.g., 6.7 × 1010 L$
(Kent et al. 1991) and 2.3 × 1010 L$ (Freudenreich 1998),
with different distributions of the total luminosity across the
stellar components used in the models of these authors. Also, the
metallicity gradient is important for determining the distribution
of interstellar dust (see Porter et al. 2008 for the variation due
to the range of Galactic metallicity gradients).

Because of these details, the uncertainty in the ISRF can be
considerable in regions like the inner Galaxy. A full exploration
of the model parameters for the ISRF is beyond the scope of
the current work, so we account for the uncertainty in the ISRF
by allowing freedom in the IC emission associated with the
optical and infrared (IR) components. This is done by separately
calculating with GALPROP the contributions to the IC intensity
by optical, IR, and cosmic microwave background photons.
Because the optical and IR are physically related, we use a
common scaling parameter for both components.

3.5. Comparison with Fermi-LAT Data

Once the parameters of the propagation model have been
determined, the predicted γ -ray maps are compared to the
Fermi-LAT data. The comparison is non-trivial due to the
uncertainties in some of the DGE parameters described above,
along with other γ -ray sources emitting in the Fermi-LAT
energy range. To account for the uncertainties we perform a
maximum-likelihood fit to the data using the GaRDiAn tool
described in Appendix A including in the model the detected
point sources and an isotropic component described below.
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Interstellar matter tracers (H2, HI,, HII, dust, …)
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Figure 4. Log-likelihood values found from the separate fits for the local region
(top), the outer Galaxy region (middle), and the inner Galaxy region (bottom).
The zero level of the log-likelihood values is arbitrary but the difference between
two models within a region gives their likelihood ratio for that region and a sum
of differences in all regions gives the all-sky likelihood ratio. The model number
is a binary encoding of the input parameters (see Section 4). The values of zh

are color coded: 4 kpc is black, 6 kpc is blue, 8 kpc is green, and 10 kpc is
red. Light colors represent a E(B − V ) magnitude cut of 5 while dark have a
magnitude cut of 2. Filled symbols have TS = 150 K while open symbols use
the optically thin assumption. Squares have Rh = 20 kpc while circles have
Rh = 30 kpc. The dotted vertical lines delineate the results for the different CR
source distributions.
(A color version of this figure is available in the online journal.)

E(B − V ) cut. The higher cut of 5 mag gives the best fit
and thus the E(B − V ) column density estimator seems to be
preferred even in the inner Galaxy region. The lower gas-to-dust
ratio from the optically thin H i assumption is also preferred
while the large difference in the likelihood for different cuts of
E(B − V ) indicate that the optically thin assumption for H i is
not appropriate in the Galactic plane as is generally known (see,
e.g., Taylor et al. 2003). An E(B − V ) cut of 5 mag is also

Figure 5. Upper panel: observed Fermi-LAT counts in the energy range
200 MeV–100 GeV used in this paper. Lower panel: predicted counts for model
SSZ4R20T150C5 in the same energy range. To improve contrast we have used
a logarithmic scale and clipped the counts/pixel scale at 3000. The maps are in
Galactic coordinates in Mollweide projection with longitudes increasing to the
left and the Galactic center in the middle.
(A color version of this figure is available in the online journal.)

preferred in the outer Galaxy for both values of TS, showing that
E(B − V ) is a better total column density tracer than H i and
CO combined in the Galactic plane.

While the likelihood ratio test allows comparison between
different models, it is not an absolute measure. As we show
in Section 4.2, there are large-scale residuals remaining af-
ter model subtraction, which indicate missing components in
the models that might bias the comparison. However, be-
cause the residuals exhibit a spatial structure that is different
from the DGE, we do not think there is a strong bias.

4.2. Comparison with Spectra, Longitudinal and Latitude
Profiles, and Residual Maps

While the likelihood ratio test is effective for comparing
different models, it is not able to describe the accuracy of
each model separately. Examining residual maps and spectra
for different sky regions, along with the longitude and latitude
profiles, is a direct method for comparison of models with data.
Figure 5 shows the counts observed with the Fermi-LAT in the
energy range 200 MeV–100 GeV considered in this paper and
also the predicted counts from model SSZ4R20T150C5, which
we take as our reference model (the use of this as the reference
model is not arbitrary because its parameters are similar to the
“conventional” model employed in earlier work (Strong et al.
2004b)). This illustrates the general good agreement across
the sky between model and data. However, looking in detail
reveals discrepancies in particular regions. We discuss these
in the following sections. Due to space constraints, we will
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preferred in the outer Galaxy for both values of TS, showing that
E(B − V ) is a better total column density tracer than H i and
CO combined in the Galactic plane.

While the likelihood ratio test allows comparison between
different models, it is not an absolute measure. As we show
in Section 4.2, there are large-scale residuals remaining af-
ter model subtraction, which indicate missing components in
the models that might bias the comparison. However, be-
cause the residuals exhibit a spatial structure that is different
from the DGE, we do not think there is a strong bias.

4.2. Comparison with Spectra, Longitudinal and Latitude
Profiles, and Residual Maps

While the likelihood ratio test is effective for comparing
different models, it is not able to describe the accuracy of
each model separately. Examining residual maps and spectra
for different sky regions, along with the longitude and latitude
profiles, is a direct method for comparison of models with data.
Figure 5 shows the counts observed with the Fermi-LAT in the
energy range 200 MeV–100 GeV considered in this paper and
also the predicted counts from model SSZ4R20T150C5, which
we take as our reference model (the use of this as the reference
model is not arbitrary because its parameters are similar to the
“conventional” model employed in earlier work (Strong et al.
2004b)). This illustrates the general good agreement across
the sky between model and data. However, looking in detail
reveals discrepancies in particular regions. We discuss these
in the following sections. Due to space constraints, we will
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★ GeV/interstellar matter correlation at 
all scales → CR interactions


★ Diffuse emission measured up to PeV 
(with TeV gap)


★ Some excesses over predictions 
(unresolved sources? exotic origin?)

Diffuse emission
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A&A 601, A78 (2017)

L
at

it
u

d
e 

[d
eg

] 

 

 

−50

−40

−30

−20

−10

lo
g(
N

IS
M

γ
)

0

0.2

0.4

0.6

0.8

1

1.2

Longitude [deg] 

L
at

it
u

d
e 

[d
eg

] 

 

 

140160180

−50

−40

−30

−20

−10

lo
g(
τ̃
3
5
3)

−6

−5.5

−5

−4.5

−4

Fig. 3. Top: �-ray counts of gaseous origin recorded in the 0.4–100 GeV
energy band in a 0�.125 pixel grid. �-ray emissions other than due to
cosmic-ray interactions in the gas have been subtracted. The map has
been smoothed with a Gaussian kernel of 0�.14 dispersion for display.
Bottom: dust optical depth measured at 353 GHz and displayed at the
Fermi-LAT angular resolution for comparison.

added a free isotropic term, yiso, to account for the residual
noise and the uncertainty in the zero level of the dust data
(Planck Collaboration XI 2014). The ⌧353(l, b) model can be ex-
pressed as:

⌧353(l, b) =
7X

i=1

yHI,iNHI,i(l, b) +
7X

i=1

yCO,iWCO,i(l, b) + y↵ I↵(l, b)

+ yDNMNDNM
H (l, b) + yCOsatNCOsat

H (l, b) + yiso, (6)

where NHI,i(l, b), WCO,i(l, b), and I↵(l, b) respectively denote the
NHI, WCO, and free-free maps of the clouds depicted in Fig. 1.
NDNM

H (l, b) and NCOsat
H (l, b) stand for the column densities in the

DNM and COsat components deduced from the coupled analyses
of the �-ray and dust data (see Sect. 3.3).

The y model parameters have been estimated using a �2

minimization. We expect the model uncertainties to exceed the
measurement errors in ⌧353(l, b) because of potential variations
in grain properties through the clouds and because of the lim-
itations of the gas tracers (survey sensitivities, emission satu-
ration, self-absorption, etc.). As we cannot precisely determine
the model uncertainties, we have set them to a fractional value

of the data and we have determined this fraction to be 19%
by reaching a reduced �2 of unity. This fraction is larger than
the 3% to 9% error in the measurement of ⌧353 across this region
(Planck Collaboration XI 2014).

3.2. Gamma-ray model

Earlier studies have indicated that the bulk of the Galactic CRs
radiating at 0.4–100 GeV have di↵usion lengths far exceeding
typical cloud dimensions and that they permeate all the H i-
bright, DNM, and CO-bright gas phases. The observed �-ray
emission can therefore be modelled, to first order, by a linear
combination of the same gaseous components as in the dust
model. We have assumed that the emissivity spectrum of the
gas follows the average one obtained in the local ISM (qLIS(E),
Casandjian 2015), but we have left a free normalisation in each
energy band to account for possible deviations in CR density
and spectrum. The model includes other radiation components
such as the Galactic IC radiation, IIC(l, b, E), the isotropic inten-
sity mentioned above, Iiso(E), and point sources with individual
flux spectra S j(E). We have verified that the soft emission from
the Earth limb is not detected in the present energy range for the
choice of maximum zenith angle. The soft and transient emission
from Sun and Moon is not expected to be detected as the number
of �-ray photons they emit over 6 years is negligible compared
to those of the ISM components in the energy range studied. The
�-ray intensity I(l, b, E), expressed in cm�2 s�1 sr�1 MeV�1, can
thus be modelled as:

I(l, b, E) = qLIS(E) ⇥
2
6666664

7X

i=1

qHI,i(E) NHI,i(l, b)

+

7X

i=1

qCO,i(E) WCO,i(l, b) + q↵(E)I↵(l, b)

+qDNM(E) ⌧DNM
353 (l, b) + qCOsat(E) ⌧COsat

353 (l, b)

3
7777775

+ qIC(E) IIC(l, b, E)) + qiso(E) Iiso(E)

+
X

j

qS j (E) S j(E) �(l � l j, b � b j)

+ qS ext(E) S ext(l, b, E), (7)

with the ⌧DNM
353 and ⌧COsat

353 maps extracted from the coupled dust
and �-ray analyses (see Sect. 3.3).

The input qLIS spectrum was based on four years of LAT
data and on the correlation between the � radiation and the NHI
column densities derived from the LAB survey, for a spin tem-
perature of 140 K, at latitudes between 7� and 70� (Casandjian
2015). The qHI,i scale factors in the model can therefore compen-
sate for di↵erences in the H i data (calibration, angular resolu-
tion, spin temperature) and potentially for cloud-to-cloud varia-
tions in CR flux. Such di↵erences will a↵ect the normalizations
equally in all energy bands whereas a change in CR penetra-
tion in a specific cloud will show as an energy-dependent cor-
rection. For each cloud, the average �-ray emissivity spectrum
per H atom in the atomic phase is estimated from the product of
the qLIS spectrum and the best-fit qHI,i normalization. This emis-
sivity can be used to estimate the gas mass present in the other
DNM, CO, and COsat parts of the cloud if one assumes a uniform
CR flux across the whole structure.
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Injection parameters

1
H �1

1
H �2

1
H �3

1
H �4

4
He �1

4
He �2

4
He �3

4
He �4

Max model 2.33 2.23 2.78 — 3.28 2.18 2.69 —

Min model 2.33 2.16 2.44 3.37 2.30 2.06 2.34 3.01

Table 1: Spectral indexes at injection for the Max and Min models. These spectral indexes are tuned to CR local data as described above and
correspond to spectral breaks at the following energies: 335 and 6 · 106 GeV for the Max models and 335, 2 · 104 and 4 · 106 GeV for the Min
models.

We compute the full-sky maps of the diffuse gamma-ray
emission associated to ⇡0 emission, Inverse Compton scatter-
ing and Bremsstrahlung with the HERMES code (Dundovic et al.
2021). We choose an angular resolution characterized by the
Healpix resolution pararameter nside = 512, corresponding
to a mean spacing between pixel of ' 0.11� (Górski et al. 2005),
nicely matching the angular resolution of the gas models adopted
to compute the hadronic emission. For illustrative purpose, we
show the Mollweide projection of the total emission associated
to the �-optimized Min model in Fig. 3, in a lower resolution.

In order to directly compare our models to the different ex-
perimental results described above, we consider several regions
of interest, directly associated to the spectral data provided by
the experiments focused on the very-high-energy domain. In par-
ticular, we show in the same Figure the contours of the regions
observed by LHAASO (coincident with Tibet AS� and ARGO)
and IceCube-86.

We obtain the integrated flux in these regions, which we
compare to the experimental data without any further ad-hoc
tuning and post-processing. We emphasize once again that all
the details of the setup (in particular, the ring-by-ring normal-
ization of the molecular gas density, and the CR transport setup)
are set by the comparison with both local data on charged CRs
and Fermi-LAT data in the GeV-TeV domain, as commented in
more details in the Appendix. The results are presented in Fig.s
(4) and (6). The absorption due to � � � scattering is accounted
as described at the end of Sec.3.2. Its effect is shown in Fig. 7
for the �-optimized scenario.

Fig. 4, in particular, clearly represents the main result of this
paper. This plot demonstrates that the diffuse emission models
presented in this work — obtained under the assumption that the
emission is fully originated by the diffuse Galactic CR “sea” —
are able to capture the main features of the observed data in a
remarkably large range of energies, from 10 GeV all the way up
to the PeV domain. This is already a major result.

However, since we are willing to go beyond this first level
of interpretation and use our results to learn something about
Galactic CR properties we face two main problems:

– there is a significant degeneracy between the choice of the
CR transport setup and that of the source spectra (which, as
we shown, depends also on the CR data systematics);

– there is a significant scatter of the Tibet and LHAASO data
above 50 TeV.

While this situation is likely to improve with the next data re-
leases we may already get some valuable hints limiting ourselves
to consider only the lowest energy bin of both experiments which
should be affected by lower systematics. Interestingly we notice
that the four lowest energy LHAASO points – below 50 TeV –
are well aligned among themselves and the Tibet ones. We no-
tice that those data favour the �-optimized Max model. Even if

we were to disregard Tibet data, or assume them to be contam-
inated by the emission of the Cygnus cocoon (see Sec. 2.3), the
�-optimized scenario would remain the preferred one though in
its Min realization (see also Fig. 7). Although the Base - Max
model is also in reasonable agreement with LHAASO data it is
disfavored by Fermi-LAT and ARGO results. This shows the im-
portance of using data over the widest possible energy range.

Fig. 4: The �-ray spectra computed within the conventional (base) and
�-optimized scenarios are compared to Tibet AS� (Amenomori et al.
2021) and LHAASO (Zhao et al. 2021) (preliminary) data in the win-
dow |b| < 5�, 25� < l < 100�. The Galactic diffusion emission spectrum
measured by Fermi-LAT and extracted as discussed in Sec. 2.2, as well
as ARGO-YBJ data (Bartoli et al. 2015) in the same region, are also
reported. The models account for the effect of �-ray absorption onto the
CMB photons (see Sec. 3.2).

We also consider the Tibet AS� data in the window |b| < 5�,
50� < l < 200� (Fig. 5). We notice that in this more external
region the predictions of the �-optimized and Base scenarios are
quite similar so that those data may help to remove the degener-
acy between the choice of the transport scenario and the shape
of the source spectrum. Remarkably, even accounting for a pos-
sible contamination due to Cygnus-OB2, Tibet results seems to
neatly favour the Max setup for the latter unknown. It will be
very interesting, therefore, to see if LHAASO will possibly con-
firm Tibet results in that region. This will be also relevant to
scrutinize an alternative interpretation of Tibet results given in
terms of the emission of unresolved pulsar wind nebulae (Vec-
chiotti et al. 2021).

We also performed a comparison of our models with Ice-
Top and CASA-MIA upper limits which refer to regions dif-
ferent from those probed by Tibet and LHAASO (see Fig.3).
As evident from Fig. 6, where we also report ARGO-YBJ data,
although those limits do not constrain any of our models yet,
the IceTop sensitivity is close to the level required to test the
�-optimized Max model.
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★ First direct evidence of CR acceleration in SNR by observing the 
characteristic “pion bump”

CR acceleration in SNRs
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Figure 2: (A and B) Gamma-ray spectra of IC 443 (A) and W44 (B) as measured with the
Fermi-LAT. Color-shaded areas bound by dashed lines denote the best-fit broadband smooth
broken power law (60 MeV to 2 GeV), gray-shaded bands show systematic errors below 2
GeV due mainly to imperfect modeling of the galactic diffuse emission. At the high-energy
end, TeV spectral data points for IC 443 from MAGIC (29) and VERITAS (30) are shown.
Solid lines denote the best-fit pion-decay gamma-ray spectra, dashed lines denote the best-fit
bremsstrahlung spectra, and dash-dotted lines denote the best-fit bremsstrahlung spectra when
including an ad hoc low-energy break at 300 MeV c−1 in the electron spectrum. These fits were
done to the Fermi LAT data alone (not taking the TeV data points into account). Magenta stars
denote measurements from the AGILE satellite for these two SNRs, taken from (31) and (19),
respectively.
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Figure 2: (A and B) Gamma-ray spectra of IC 443 (A) and W44 (B) as measured with the
Fermi-LAT. Color-shaded areas bound by dashed lines denote the best-fit broadband smooth
broken power law (60 MeV to 2 GeV), gray-shaded bands show systematic errors below 2
GeV due mainly to imperfect modeling of the galactic diffuse emission. At the high-energy
end, TeV spectral data points for IC 443 from MAGIC (29) and VERITAS (30) are shown.
Solid lines denote the best-fit pion-decay gamma-ray spectra, dashed lines denote the best-fit
bremsstrahlung spectra, and dash-dotted lines denote the best-fit bremsstrahlung spectra when
including an ad hoc low-energy break at 300 MeV c−1 in the electron spectrum. These fits were
done to the Fermi LAT data alone (not taking the TeV data points into account). Magenta stars
denote measurements from the AGILE satellite for these two SNRs, taken from (31) and (19),
respectively.

Marianne Lemoine-Goumard, Soutenance d'Habilitation à Diriger des Recherches  – 18/06/18 3

NASA press release (Feb 2013) : CR protons in SNRs

« NASA's Fermi Proves Supernova Remnants Produce Cosmic Rays »

Marianne Lemoine-Goumard, Soutenance d'Habilitation à Diriger des Recherches  – 18/06/18 3

NASA press release (Feb 2013) : CR protons in SNRs

« NASA's Fermi Proves Supernova Remnants Produce Cosmic Rays »

Ackermann et al. Science 339 (2013) 807

cosmic rays accelerators
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★ 8 years Fermi-LAT, better control on systematics → 56 out of 311 
candidates are confirmed to have characteristic spectral break

New CR accelerator candidates

13

15

Table 4 (continued)

4FGL Name I(50� 1000) �I(50� 1000) Ebreak �Ebreak �1 ��1 �2 ��2

10�6 (MeV/cm2/s) stat/syst (MeV) stat/syst stat/syst stat/syst

4FGL J1855.9+0121e 184.1 2.5/7.7 347 5/62 1.03 0.04/0.05 1.91 0.02/0.07

4FGL J1857.7+0246e 37.7 0.8/17.7 615 20/284 1.51 0.04/1.58 2.45 0.12/0.24

4FGL J1906.9+0712 28.6 2.0/8.2 134 3/21 �0.69 0.06/0.70 2.44 0.07/0.15

4FGL J1908.7+0812 30.6 1.1/17.5 137 3/170 �1.19 0.05/1.54 2.75 0.08/0.88

4FGL J1911.0+0905 38.8 1.9/12.0 364 11/73 0.51 0.16/0.19 2.01 0.06/0.17

4FGL J1923.2+1408e 93.6 2.1/3.9 381 14/131 1.39 0.01/0.51 2.11 0.04/0.11

4FGL J1931.1+1656 17.1 2.1/9.9 203 8/19 �0.60 0.10/0.59 2.64 0.10/0.04

4FGL J1934.3+1859 15.9 2.0/3.5 211 23/11 0.17 0.38/0.23 3.13 0.27/0.12

4FGL J2021.0+4031e 119.8 4.3/15.9 147 7/31 1.64 0.05/0.18 2.55 0.05/0.05

4FGL J2028.6+4110e 201.5 5.2/77.9 383 13/138 1.00 0.02/0.37 2.23 0.06/0.24

4FGL J2032.6+4053 22.6 4.9/0.9 561 217/21 1.90 0.16/0.07 4.48 0.47/0.23

4FGL J2038.4+4212 20.2 2.0/4.3 152 22/187 0.65 0.23/0.29 2.29 0.14/0.31

4FGL J2045.2+5026e 35.6 1.9/13.0 397 24/155 1.09 0.09/0.29 2.44 0.13/0.38

4FGL J2056.4+4351c 9.0 1.1/5.2 183 5/65 0.02 0.04/0.29 2.52 0.07/0.22

4FGL J2108.0+5155 9.8 1.7/0.4 451 77/247 1.09 0.30/0.18 2.68 0.68/0.70

Note—Results of the maximum likelihood spectral fits for sources showing significant breaks confirmed by the systematic studies.
These results are obtained using a smooth broken power law representation. Columns 2, 4, 6 and 8 report the integrated flux, the
break energy and the photon indices �1 and �2 of the source fit in the energy range from 50 MeV to 1 GeV following Equation 1.
Columns 3, 5, 7 and 9 report the statistic and systematic uncertainties on these spectral parameters.

Table 5. Summary of source classes

Source class Analyzed Confirmed

Supernova remnant (SNR) 23 13

Pulsar wind nebulae (PWN) 4 2

Supernova remnant / Pulsar wind nebula (SPP) 37 6

Star-forming region (SFR) 1 1

Unknown (UNK) 31 4

Binary/High-mass binary (BIN/HMB) 5 4

Unidentified (UNID) 210 26

Note—For the source classes SNR, PWN, SPP, SFR, BIN and HMB, we add
both the firm identifications reported in the 4FGL catalog as well as the asso-
ciations (capital and lower case letters as seen in Column 6 of Table B2)

4. DISCUSSION

4.1. Population study

We detected 56 4FGL �-ray sources showing a signif-
icant energy break in their spectrum between 50 MeV

and 1 GeV confirmed by our studies of systematics.
As can be seen in Figure 3, the distribution of sources
showing a significant break in their low-energy spectrum
is more uniform in both latitude and longitude than
the parent distribution even if there remains a peak at

Marianne Lemoine-Goumard, 7th Heidelberg symposium on High Energy gamma-ray Astronomy, July 2022

Residual TS map

– Our analysis (syst errors)
– 4FGL

A binary system : Eta Carinae
System composed by a Luminous Blue Variable (LBV) 

0- or B-type companion star

Orbital period of ~5.5 years

Collision region of the stellar winds => efficient particle acceleration

Detected in X-rays, HE gamma-rays with Fermi and TeV with H.E.S.S.

Significant spectral break detected with our pipeline : 
 ΔTS

LogP-PL
 = 16;  ΔTS

SBPL-PL
 = 19;  ΔTS

SBPL2-PL
 = 17

Credit: Nathan Smith (University of 

California,  Berkeley), and NASA

Humphreys & Martin 2012 ; Reitberger  et al. 2015 / Balbo & Walter 2017 ; Abdalla et al., 2020

Marianne Lemoine-Goumard, 7th Heidelberg symposium on High Energy gamma-ray Astronomy, July 2022

A star forming region : Cygnus
Region located in the Local Arm of the Galaxy at ~1.4 kpc

LAT discovery of a 50-pc wide cocoon of freshly-accelerated CRs

VHE detection of a counterpart HAWC J2030+409

LAT+HAWC emissions likely due to hadronic interactions

Coincident with LHAASO J2032+4102 with E
max

 = 1.42 ± 0.13 PeV

Significant spectral break detected with our pipeline : 
 ΔTS

LogP-PL
 = 120;  ΔTS

SBPL-PL
 = 106;  ΔTS

SBPL2-PL
 = 99

– Our analysis (syst errors)
– 4FGL

Residual TS map

Abeysekara et al. 2021

Ackermann et al. 2011

Zhen Cao et al. 2021

Spectral Energy Distribution

Marianne Lemoine-Goumard, 7th Heidelberg symposium on High Energy gamma-ray Astronomy, July 2022

Another SNR candidate :  
HB21

Similar to IC 443 and W44, HB 21 is also a mixed morphology SNR

Age : few tens of thousands years

(Koo& Heiles 1991; Leahy & Aschenbach 1996) 

Distance : 0.8 kpc (Tatematsu et al. 1990; Koo et al. 2001)

Fermi-LAT low energy turn over was already detected by L. Ambrogi et al. 2019 

Very significant break in our analysis :  ΔTS
LogP-PL

 = 42;  ΔTS
SBPL-PL

 = 42;  ΔTS
SBPL2-PL

 = 34

Residual TS map Spectral Energy Distribution

– Our analysis (syst errors)
– 4FGL

L. Ambrogi et al. 2019

Abdollahi et al. arXiv:2205.03111

Binary system η-Carinae Cygnus star-forming region SNR HB21

★ SNRs dominate

★ Binaries could also 

contribute significantly

cosmic rays accelerators
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★ Galactic CR accelerators 
must reach 1015 eV


★ Not all SNRs are PeVatrons!

★ 12 PeVatrons recently 

discovered by LHAASO

PeVatrons

14

A cut-off in the Cas A spectrum 2959

Figure 1. Spectral energy distribution measured by the MAGIC telescopes
(black dots) and Fermi (blue squares). The red solid line shows the result of
fitting the MAGIC spectrum with equation (1). The black solid line is the
broken power-law fit applied to the Fermi spectrum.

3 R ESULTS

Fig. 1 shows the reconstructed SED obtained with the MAGIC tele-
scopes (black solid points). Red solid line is the curve obtained that
best fits the MAGIC data assuming a power law with an exponential
cut-off (EPWL):

dN

dE
= N0

(
E

E0

)−!

exp
(

− E

Ec

)
(1)

with a normalization constant N0 = (1.1 ± 0.1stat ± 0.2sys) ×
10−11 TeV−1 cm−2 s−1 at a normalization energy E0 = 433 GeV,
a spectral index ! = 2.4 ± 0.1stat ± 0.2sys and a cut-off energy
Ec = 3.5(+1.6

−1.0)stat(+0.8
−0.9)sys TeV. The spectral parameters of the tested

models θ = {N0, !, Ec} are obtained via a maximum likelihood
approach. The data inputs are the numbers of recorded events (after
background suppression cuts) in each bin of estimated energy Ei

est,
both in the source direction (NON

i ) and in the three OFF regions
(NOFF

i ). An additional set of nuisance parameters µi for modelling
the background are also optimized in the likelihood calculation. In
each step of the maximization procedure, the expected number of
gammas in a given bin of estimated energy (Eest) is calculated by
folding the gamma spectrum with the MAGIC telescopes response
(energy-dependent effective area and energy migration matrix). The
background nuisance parameters and the statistical uncertainties in
the telescopes response are treated as explained in Rolke et al.
(2005).

The probability of the EPWL fit is 0.42. We tested the model
against the null hypothesis of no cut-off, which is described with a
pure power law (PWL). The probability of the PWL fit is 6 × 10−4.
A likelihood ratio test between the two tested models favours the
one that includes a cut-off at ∼3.5 TeV with 4.6σ significance.

Fig. 2 compares the fit residuals for the two tested models: PWL
and EPWL. The residuals are here defined as Nobs

ON/N
exp
ON − 1, where

Nobs
ON is the number of observed events (including background) in

the ON region and N
exp
ON is the number of events predicted by the fit

in the same region. All the bins in estimated energy which contain
events are used in the fits, but only those with 2σ significance
gamma-ray excess are shown as SED points in the upper panel of
Fig. 1.

The systematic uncertainty due to an eventual mismatch on the
absolute energy scale between MAGIC data and Monte Carlo (MC)

Figure 2. Relative fit residuals for the two tested models fitting the MAGIC
spectrum: power law with an exponential cut-off (EPWL, upper panel) and
power law (PWL, lower panel). The error bars are calculated such that they
correspond to the total contribution of each estimated energy bin to the final
likelihood of the fit.

simulations was constrained to be below 15 per cent in Aleksić et al.
(2016). By conservatively modifying the absolute calibration of the
telescopes by ±15 per cent, and re-doing the whole analysis, we
can evaluate the effect of this systematic uncertainty in the esti-
mated source spectrum. This does not produce a simple shift of
the spectrum along the energy axis, but also changes its hardness.
Even in the unlikely scenario in which, through the 158 h of ob-
servations, the average Cherenkov light yield was overestimated by
15 per cent relative to the MC, by applying the corresponding cor-
rection the resulting spectrum is still better fit by an EPWL at the
level of 3.1σ . Also, in the unlikely scenario in which the light yield
was underestimated, the EPWL is preferred over the PWL at the
6.5σ level. The systematic uncertainties in the flux normalization
and spectral index were retrieved from the publication reporting the
performance of the MAGIC telescopes during moonlight (MAGIC
Collaboration 2017). The systematic errors in the cut-off energy
were estimated from the values of Ec obtained when modifying the
absolute light scale by ±15 per cent.

For the Fermi-LAT analysis, a broken power-law function with
normalization No = (8.0 ± 0.4) × 10−12 MeV−1 cm−2 s−1 and in-
dices !1 = 0.90 ± 0.08 and !2 = 2.37 ± 0.04 is obtained and shown
in Fig. 1 as blue solid squares. The light grey shaded area shows
the statistical errors of the obtained broken power-law fit whereas
the dark one marks the uncertainty coming from the imperfect-
ness in the Galactic diffuse emission modelling, dominating the
Cas A flux uncertainties at low energies. The latter was obtained by
modifying the galactic diffuse flux by ±6 per cent. Note that the sys-
tematic error due to the diffuse background is greatly reduced above
300 MeV.

4 D ISCUSSION

MAGIC observations of the youngest GeV- and TeV-bright known
SNR have allowed us to obtain the most precise spectrum of Cas A
to date, extending previous results obtained with Cherenkov instru-
ments up to ∼10 TeV. In the MAGIC energy range, the spectrum
is best fitted with a power law with an exponential cut-off function
with an index of ∼2.4 and an energy cut-off at Ec ∼ 3.5 TeV. These
findings provide a crucial insight into the acceleration processes in
one of the most prominent non-thermal objects in our Galaxy.

We also analysed more than 8 yr of LAT data and obtained
a spectrum that confirms the one by Yuan et al. (2013). Below

MNRAS 472, 2956–2962 (2017)
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Extended Data Fig. 4 | LHAASO sky map at energies above 100 TeV. The circles indicate the positions of known very-high-energy γ-ray sources.
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accelerators

★ Many possible 
associations of LHAASO 
sources (except for the 
Crab Nebula)


★ Maximum energy 
detected photons 
compatible spin-down 
power from possible 
associated PWNe


★ Other associations are 
possible (PWN, SNR, 
SFR…)

Leptonic PeVatrons?

15

Oña Wilhelmi et al. ApJL 930 2022 L2 

cosmic rays
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★ RS Ophiuchi recurrent symbiotic nova August 
2021 outburst detected (among many others) by 
Fermi-LAT, MAGIC, HESS


★ New type of VHE gamma-ray emitter 

★ Proton acceleration strongly favored by 

spectrum and cutoff energy increasing with time

★ Minor contribution to Galactic cosmic rays & 

indirect support to bulk CRs from SNRs

Recurrent nova RS Oph
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Fig. 3 Gamma-ray spectrum of RS Oph observed with Fermi-LAT (empty crosses) and
MAGIC (filled circles), modeled within hadronic (left panel) or leptonic (right panel) sce-
nario. The dashed line shows the gamma rays from the ⇡

0 decay and the dotted line shows
the inverse Compton contribution of the secondary e

± pairs produced in hadronic interac-
tions. dN/dEp and dN/dEe report the shape of the proton and electron energy distributions
obtained from the fit. The bottom panel shows the fit residuals.

In contrast, it is difficult to explain the shape of the curvature of the mea-
sured spectrum between 50 MeV and 250 GeV with leptonic processes. The
leptonic model requires injection of particles that already contain a strong
break (change of particles index by 3.25 ± 0.28) in the electron energy dis-
tribution (see Fig. 3, right panel). Since the break must already be present
in the injection spectrum of particles, it cannot be explained by the cooling.
In addition, despite a more complicated particle injection model, the descrip-
tion of the gamma-ray emission in the electron scenario is significantly worse
(�2

/Ndof = 27.5/11, p-value = 3.9⇥10�3 ) than in the case of protons, as can
be seen in Fig. 3. The relative likelihood of the electron model with respect to
the proton model for �AIC= 15.3, as defined within the Akaike information
criterion framework [21], which is normally used for comparison of non-nested
models, is 4.7⇥ 10�4.

Despite their intense emission of gamma rays, accelerated protons will even-
tually escape the nova shock carrying away most of their obtained energy. Such
protons can contribute to the Galactic Cosmic Rays (CR), which are expected
to be produced mainly in supernova remnants [22]. The measurement of the
proton spectrum required to explain the gamma-ray emission of RS Oph can
be used to put estimates on novae contribution to CR. Using the CR ener-
getics derived for RS Oph (⇠ 4.4 ⇥ 1043 erg, see Section C.2), a rate of 100
novae per year would lead to about 0.2% of the CR energy contribution from
supernovae, which are more rare than novae (⇠ 2 per century) but much more
energetic (⇠ 1050 erg). Despite the small contribution to the overall CR sea, a
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Fig. 3 Gamma-ray spectrum of RS Oph observed with Fermi-LAT (empty crosses) and
MAGIC (filled circles), modeled within hadronic (left panel) or leptonic (right panel) sce-
nario. The dashed line shows the gamma rays from the ⇡

0 decay and the dotted line shows
the inverse Compton contribution of the secondary e

± pairs produced in hadronic interac-
tions. dN/dEp and dN/dEe report the shape of the proton and electron energy distributions
obtained from the fit. The bottom panel shows the fit residuals.

In contrast, it is difficult to explain the shape of the curvature of the mea-
sured spectrum between 50 MeV and 250 GeV with leptonic processes. The
leptonic model requires injection of particles that already contain a strong
break (change of particles index by 3.25 ± 0.28) in the electron energy dis-
tribution (see Fig. 3, right panel). Since the break must already be present
in the injection spectrum of particles, it cannot be explained by the cooling.
In addition, despite a more complicated particle injection model, the descrip-
tion of the gamma-ray emission in the electron scenario is significantly worse
(�2

/Ndof = 27.5/11, p-value = 3.9⇥10�3 ) than in the case of protons, as can
be seen in Fig. 3. The relative likelihood of the electron model with respect to
the proton model for �AIC= 15.3, as defined within the Akaike information
criterion framework [21], which is normally used for comparison of non-nested
models, is 4.7⇥ 10�4.

Despite their intense emission of gamma rays, accelerated protons will even-
tually escape the nova shock carrying away most of their obtained energy. Such
protons can contribute to the Galactic Cosmic Rays (CR), which are expected
to be produced mainly in supernova remnants [22]. The measurement of the
proton spectrum required to explain the gamma-ray emission of RS Oph can
be used to put estimates on novae contribution to CR. Using the CR ener-
getics derived for RS Oph (⇠ 4.4 ⇥ 1043 erg, see Section C.2), a rate of 100
novae per year would lead to about 0.2% of the CR energy contribution from
supernovae, which are more rare than novae (⇠ 2 per century) but much more
energetic (⇠ 1050 erg). Despite the small contribution to the overall CR sea, a
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Fig. 14 The maximum energy of protons obtained from the theoretical model fits to the
daily gamma-ray emission (points) shown in Fig. 13. Red and green line show, respectively,
the scenario of proportional increase and constant value of maximum energy.
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Fig. 15 Fit to the Fermi-LAT and MAGIC SED with a proton-electron model. Individual
lines as in Fig. 3.
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Figure 3: RS Oph gamma-ray spectra. The H.E.S.S. and Fermi-LAT spectra for 9 (green) and 13 (orange)
August fitted with a log-parabola model. The analysis is applied separately for the H.E.S.S. CT1-4 (squares) and
CT5 (triangles) - see text. The Fermi-LAT data (open circles) are integrated over 24 h centred at the H.E.S.S.
observation times. There is clear spectral evolution from the 9th to the 13th August, with a noticeable reduction
in the Fermi-LAT flux as well as an increase in the maximum energy of the TeV spectrum. Error bars are 1 sigma
statistical uncertainty, and upper limits are the 95% confidence level.

one day to one month after the explosion. We assume that the particles that generate the gamma

rays are accelerated at the external shock as it propagates into the wind of the red giant (8,

Figure S2). Optical spectroscopic measurements of the 2021 nova indicate shock velocities in

the range ush = 4000 � 5000 km s�1 (11), compatible with measurements from the previous

2006 outburst of RS Oph (12, 13). High resolution images of the 2006 event (14) indicated the

polar regions of the shock expanded at ⇡ 5 000 km s�1 over the first 5 months. We therefore

assume that during the first week following the 2021 outburst the shock velocity did not fall

below several thousand kilometers per second.

The images of the 2006 nova showed a quasi-spherical outflow, pinched at an equatorial

ring (14,15). This is consistent with a shock expanding into the wind of the red giant orthogonal

to the orbital plane of the binary, but inhibited close to the plane by the denser gas (7, 16). We
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p+
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/�

RG
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Thermal radiation

RG wind

Ejecta

Fig. 2 Schematic representation of RS Oph during an outburst. A photosphere (yellow
circle) surrounds the White Dwarf (WD, white small circle). Its companion star, a red giant
(RG, red circle) emits a slow wind (red arrows). Ejecta of the nova explosion (gray arrows)
propagate into the surrounding medium causing a shock wave encompassing the binary
system (gray dashed line). In the shock wave, energetic electrons and protons (magenta and
green wavy lines, respectively) are trapped by a magnetic field and accelerated. Gamma
rays (white arrows) are produced by either electrons scattering the thermal radiation of the
photosphere (yellow arrow) or by protons interacting with the surrounding matter (gray and
red dots).

mild cooling by proton-proton interactions with time scale of tpp = 21(np/6⇥
108 cm�3)�1 [days], where np is the number density of the target material.
Electrons in nova shocks suffer stronger inverse Compton energy losses with
tIC = (0.044 + 4.4 ⇥ 10�3(E/300GeV)�1)[days]. Therefore, the production
of high energy photons via leptonic mechanisms is much more demanding on
the acceleration processes efficiency than for proton models. The simultaneous
acceleration of both types of particles (but reaching different energies) has also
been proposed [13, 20]. We estimate that Bremsstrahlung is negligible with
respect to inverse Compton component for the parameters of RS Oph (see
Section C).

Based on the optical observations of RS Oph during the 2021 outburst, and
the derived parameters from previous outbursts of the source, we model the
gamma-ray emission with the injection of a population of relativistic electrons
or protons (see Section C). The Fermi -LAT and MAGIC measurement can be
well described (�2

/Ndof = 13.1/12, p-value = 0.36) with the proton-only model
(see left panel of Fig. 3). The fit yields a canonical power-law spectrum with an
index ⇠ �2 and an exponential cut-off, corresponding to the maximum energies
achieved in the acceleration. The day-by-day modeling shows evidence that
the energy cut-off of protons increases with time (see Section C.5). This goes
in line with absence of spectral signatures from cooling terms. The associated
neutrino emission is not expected to be detected by the current experiments
(see Section C.4).

?

HESS Coll. Science 376 (2022) 77

MAGIC Coll. Nat. Astron. 6 (2022) 689

cosmic rays acceleratorsaccelerators
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★ 3𝜎 association of a high-energy 
(290 TeV) neutrino with gamma-ray 
source (Fermi-LAT+MAGIC) 


★ First evidence for an 
electromagnetic counterpart 
(flaring blazar, z=0.34) of a neutrino 
source


★ Multi-messenger SED

★ Deep monitoring (120h, 

2017-2021) with MAGIC reveals 
several flares compatible with no 
further neutrino detection [Acciari 
et al. Astroph. J. 927 (2022) 197]

TXS 0506+056

18

lower limit of 183 TeV, depending onlyweakly on
the assumed astrophysical energy spectrum (25).
The vast majority of neutrinos detected by

IceCube arise from cosmic-ray interactions within
Earth’s atmosphere. Although atmospheric neu-
trinos are dominant at energies below 100 TeV,
their spectrum falls steeply with energy, allowing
astrophysical neutrinos to be more easily identi-
fied at higher energies. The muon-neutrino as-

trophysical spectrum, together with simulated
data, was used to calculate the probability that a
neutrino at the observed track energy and zenith
angle in IceCube is of astrophysical origin. This
probability, the so-called signalness of the event
(14), was reported to be 56.5% (17). Although
IceCube can robustly identify astrophysical neu-
trinos at PeV energies, for individual neutrinos
at several hundred TeV, an atmospheric origin

cannot be excluded. Electromagnetic observations
are valuable to assess the possible association of
a single neutrino to an astrophysical source.
Following the alert, IceCube performed a

complete analysis of relevant data prior to
31 October 2017. Although no additional excess
of neutrinoswas found from the direction of TXS
0506+056 near the time of the alert, there are
indications at the 3s level of high-energy neutrino
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Fig. 1. Event display for
neutrino event IceCube-
170922A. The time at which a
DOM observed a signal is
reflected in the color of the hit,
with dark blues for earliest hits
and yellow for latest. Times
shown are relative to the first
DOM hit according to the track
reconstruction, and earlier and
later times are shown with the
same colors as the first and
last times, respectively. The
total time the event took to
cross the detector is ~3000 ns.
The size of a colored sphere is
proportional to the logarithm
of the amount of light
observed at the DOM, with
larger spheres corresponding
to larger signals. The total
charge recorded is ~5800 photoelectrons. Inset is an overhead perspective view of the event. The best-fitting track direction is shown as an arrow,

consistent with a zenith angle 5:7þ0:50
"0:30 degrees below the horizon.

Fig. 2. Fermi-LATand MAGIC observations of IceCube-170922A’s
location. Sky position of IceCube-170922A in J2000 equatorial coordinates
overlaying the g-ray counts from Fermi-LAT above 1 GeV (A) and the signal
significance as observed by MAGIC (B) in this region. The tan square
indicates the position reported in the initial alert, and the green square
indicates the final best-fitting position from follow-up reconstructions (18).
Gray and red curves show the 50% and 90% neutrino containment regions,
respectively, including statistical and systematic errors. Fermi-LATdata are
shown as a photon counts map in 9.5 years of data in units of counts per

pixel, using detected photons with energy of 1 to 300 GeV in a 2° by 2°
region around TXS0506+056. The map has a pixel size of 0.02° and was
smoothed with a 0.02°-wide Gaussian kernel. MAGIC data are shown as
signal significance for g-rays above 90 GeV. Also shown are the locations of
a g-ray source observed by Fermi-LAT as given in the Fermi-LAT Third
Source Catalog (3FGL) (23) and the Third Catalog of Hard Fermi-LAT
Sources (3FHL) (24) source catalogs, including the identified positionally
coincident 3FGL object TXS 0506+056. For Fermi-LAT catalog objects,
marker sizes indicate the 95% CL positional uncertainty of the source.
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58019], ~4 hours after the circulation of the neu-
trino alert. A 1-hour follow-up observation of the
neutrino alert under partial cloud coverage was
performed using the Very Energetic Radiation
Imaging Telescope Array System (VERITAS) g-ray
telescope array (33), located in Arizona, USA, later
on the same day, ~12 hours after the IceCube
detection. Both telescopes made additional obser-
vations on subsequent nights, but neither detected
g-ray emission from the source [see Fig. 3 and
(25)]. Upper limits at 95% CL on the g-ray flux
were derived accordingly (assuming the mea-
sured spectrum, see below): 7:5! 10"12 cm"2 s"1

during the H.E.S.S. observation period and 1:2!
10"11 cm"2 s"1 during the VERITAS observations,
both for energies E >175 GeV.
The Major Atmospheric Gamma Imaging

Cherenkov (MAGIC) Telescopes (34) observed
TXS 0506+056 for 2 hours on 24 September 2017
(MJD 58020) under nonoptimal weather con-
ditions and then for a period of 13 hours from
28 September to 4 October 2017 (MJD 58024–
58030) under good conditions. MAGIC consists
of two 17-m telescopes, located at the Roque de
los Muchachos Observatory on the Canary
Island of La Palma (Spain).
No g-ray emission from TXS 0506+056 was

detected in the initial MAGIC observations on
24 September 2017, and an upper limit was derived
on the flux above 90 GeV of 3:6! 10"11 cm"2 s"1

at 95% CL (assuming a spectrumdN=dEºE"3:9).
However, prompted by the Fermi-LAT detection
of enhanced g-ray emission, MAGIC performed
another 13 hours of observations of the region
starting 28 September 2017. Integrating the data,
MAGIC detected a significant very-high-energy
(VHE) g-ray signal (35) corresponding to 374 ±
62 excess photons, with observed energies up to
about 400 GeV. This represents a 6.2s excess over
expected background levels (25). The day-by-day
light curve of TXS 0506+056 for energies above
90 GeV is shown in Fig. 3. The probability that a
constant flux is consistent with the data is less
than 1.35%. The measured differential photon
spectrum (Fig. 4) can be described over the energy
range of 80 to 400 GeV by a simple power law,
dN=dEºEg, with a spectral index g="3:9 T 0.4
and a flux normalization of (2.0 T 0.4) ! 10"10

TeV"1 cm"2 s"1 atE = 130 GeV. Uncertainties are
statistical only. The estimated systematic uncer-
tainties are <15% in the energy scale, 11 to 18% in
the flux normalization, and ±0.15 for the power-
law slope of the energy spectrum (34). Further
observations after 4 October 2017 were prevented
by the full Moon.
An upper limit to the redshift of TXS 0506+056

can be inferred from VHE g-ray observations
using limits on the attenuation of the VHE flux
due to interaction with the EBL. Details on the
method are available in (25). The obtained upper

limit ranges from 0.61 to 0.98 at a 95% CL, de-
pending on the EBL model used. These upper
limits are consistent with the measured redshift
of z ¼ 0:3365 (28).
No g-ray source above 1 TeV at the location of

TXS 0506+056 was found in survey data of the
High Altitude Water Cherenkov (HAWC) g-ray
observatory (36), either close to the time of the
neutrino alert or in archival data taken since
November 2014 (25).
VHE g-ray observations are shown in Figs. 3

and 4. All measurements are consistent with the
observed flux from MAGIC, considering the dif-
ferences in exposure, energy range, and obser-
vation periods.

Radio, optical, and x-ray observations

The Karl G. Jansky Very Large Array (VLA) (37)
observed TXS 0506+056 starting 2 weeks after
the alert in several radio bands from 2 to 12 GHz
(38), detecting significant radio flux variability
and some spectral variability of this source. The
source is also in the long-term blazar monitoring
program of the Owens Valley Radio Observatory
(OVRO) 40-m telescope at 15 GHz (39). The light
curve shows a gradual increase in radio emission
during the 18months preceding the neutrino alert.
Optical observations were performed by

the All-Sky Automated Survey for Supernovae
(ASAS-SN) (40), the Liverpool Telescope (41), the
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Fig. 4. Broadband spectral
energy distribution for the blazar
TXS 0506+056. The SED is
based on observations obtained
within 14 days of the detection of
the IceCube-170922A event. The
E2dN=dE vertical axis is equivalent
to a nFn scale. Contributions are
provided by the following
instruments: VLA (38), OVRO
(39), Kanata Hiroshima Optical
and Near-InfraRed camera
(HONIR) (52), Kiso, and the Kiso
Wide Field Camera (KWFC) (43),
Southeastern Association for
Research in Astronomy Observa-
tory (SARA/UA) (53), ASAS-SN
(54), Swift Ultraviolet and Optical
Telescope (UVOT) and XRT (55),
NuSTAR (56), INTEGRAL (57),
AGILE (58), Fermi-LAT (16),
MAGIC (35),VERITAS (59), H.E.S.S.
(60), and HAWC (61). Specific
observation dates and times are
provided in (25). Differential flux
upper limits (shown as colored
bands and indicated as “UL” in the legend) are quoted at the 95% CL,
while markers indicate significant detections. Archival observations are
shown in gray to illustrate the historical flux level of the blazar in the
radio-to-keV range as retrieved from the ASDC SED Builder (62), and in the
g-ray band as listed in the Fermi-LAT 3FGL catalog (23) and from an
analysis of 2.5 years of HAWC data. The g-ray observations have not been
corrected for absorption owing to the EBL. SARA/UA, ASAS-SN, and
Kiso/KWFC observations have not been corrected for Galactic attenua-
tion. The electromagnetic SED displays a double-bump structure, one

peaking in the optical-ultraviolet range and the second one in the GeV
range, which is characteristic of the nonthermal emission from blazars.
Even within this 14-day period, there is variability observed in several of the
energy bands shown (see Fig. 3), and the data are not all obtained
simultaneously. Representative nm þ !nm neutrino flux upper limits that
produce on average one detection like IceCube-170922A over a period
of 0.5 (solid black line) and 7.5 years (dashed black line) are shown,
assuming a spectrum of dN=dEºE"2 at the most probable neutrino
energy (311 TeV).
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the outflow, and bl.o.s. is its velocity in units of c, both
measured along the line of sight of the observation.
Figure 2 shows the location of the various radii
throughout the evolution of the merger and subsequent
outflow. Here we have considered a fairly wide interval,
down to 1.5 s, to take into account the fact that the
beginning of the gamma-ray emission may have been
misidentified if initially below the the background.

4. The initial Lorentz factor of the material moving along
the line of sight is within the interval 1�Γl.o.s.�10.
This is a conservative constraint obtained from combin-
ing various afterglow models (Alexander et al. 2018;
D’Avanzo et al. 2018; Lazzati et al. 2018; Mooley et al.
2018; Wu & MacFadyen 2018; Ghirlanda et al. 2019;
Hotokezaka et al. 2019; Beniamini et al. 2020b).

2.1. Calculation of the Photospheric Radius

A critical piece of information for constraining the observed
time delay is the calculation of the location of the photosphere
(see Equation (1)). Calculations of the photospheric radius in
gamma-ray burst outflows have been commonly performed
either in the approximation of a thin shell or of an infinite wind
(e.g., Mészáros & Rees 2000; Daigne & Mochkovitch 2002). A

large Lorentz factor for which (1−β);1/2Γ2 has also been
assumed. In the case of off-axis outflows, all approximations
should be relaxed, since relatively slow outflows in thick—but
not infinite—shells are relevant. In addition, it has been
customary to assume a neutron free fireball in past GRB
literature, for which º =

+
Y 1

n

n ne
p

p n
. Here, np and nn are the

proton and neutron densities, respectively, and we generalize
the equations for the photospheric radius to the case of an
outflow with Ye�1. We assume our fiducial electron fraction
to be Ye=0.5 or lower, as expected for most GRB engines
(Beloborodov 2003), but quote also results for Ye=1.
Let us consider a photon that is at the back of the outflow. If

its location corresponds to the photospheric radius, then the
photon has probability 1/2 of undergoing a scattering before
leaving the flow at the front. We can therefore write a condition
on the opacity such that

( ( )) ( )òt s b q= = - g
+D

n dr
2
3

1 cos , 2
R

R

T ee
ph

ph

where Rph+Δ is the outer radius of the outflow at the time at
which the photon leaves the outflow, ne is the fireball’s electron
number density in the observer frame, and θγe is the angle
between the photon’s and the outflow’s velocity vectors.

Figure 2. Cartoon of the various phases of the merger/outflow phenomenology, indicating the relevant radii. Numerical values are order-of-magnitude estimates, the
actual values changing for each simulation.
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The Astrophysical Journal, 898:59 (10pp), 2020 July 20 Lazzati, Ciolfi, & Perna
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accelerators MW/MM

★ Long gamma-ray burst (T90 = 361s) 

★ First detection of VHE emission from 

GRB (>50𝜎)


✦ MAGIC observation started at T0+50s 

✦ Brightest VHE source ever → 100×Crab

✦ Emission above 100 GeV strongly 

absorbed by interaction with extragalactic 
background light


★ Exhaustive MWL coverage

✦ Afterglow emission produced by jet 

interaction with surrounding medium

✦ Synchrotron emission excluded, SSC 

favored

GRB 190114C
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but usually occurs at earlier times. The relatively late time at which the 
break appears in GRB 190114C would then imply a very large value of νm, 
placing it in the X-ray band at about 102 s. The millimetre light curves 
(orange symbols) also show an initial fast decay in which the emission 
is dominated by the reverse shock, followed by emission at late times 
with nearly constant flux (Extended Data Fig. 3).

The spectral energy distributions (SEDs) of the radiation detected 
by MAGIC are shown in Fig. 2, where the whole duration of the emission 
detected by MAGIC is divided into five time intervals. For the first two 
time intervals, observations in the gigaelectronvolt and X-ray bands are 
also available. During the first time interval (68–110 s; blue data points 
and blue confidence regions), Swift-XRT, Swift-BAT and Fermi-GBM data 
show that the afterglow synchrotron component peaks in the X-ray 
band. At higher energies, up to 1 GeV, the SED is a decreasing function 
of energy, as supported by the Fermi-LAT flux between 0.1 and 0.4 GeV 
(Methods). On the other hand, at even higher energies, the MAGIC flux 
above 0.2 TeV implies a spectral hardening. This evidence is independ-
ent of the EBL model adopted to correct for the attenuation (Methods). 
This demonstrates that the newly discovered teraelectronvolt radiation 
is not a simple extension of the known afterglow synchrotron emission, 
but a separate spectral component.

The extended duration and the smooth, power-law temporal decay 
of the radiation detected by MAGIC (see green data points in Fig. 1) 
suggest an intimate connection between the teraelectronvolt emission 
and the broadband afterglow emission. The most natural candidate 
is synchrotron self-Compton (SSC) radiation in the external forward 
shock: the same population of relativistic electrons responsible for the 
afterglow synchrotron emission Compton up-scatters the synchrotron 
photons, leading to a second spectral component that peaks at higher 
energies. Teraelectronvolt afterglow emission can also be produced by 
hadronic processes, such as synchrotron radiation by protons acceler-
ated to ultrahigh energies in the forward shock17–19. However, owing 

to their typically low radiation efficiency6, reproducing the luminous 
teraelectronvolt emission observed here by such processes would imply 
unrealistically large power of accelerated protons10. Teraelectronvolt 
photons can also be produced via the SSC mechanism in internal shock 
synchrotron models of the prompt emission. However, numerical mod-
elling (Methods) shows that prompt SSC radiation can account at most 
for a limited fraction ("20%) of the observed teraelectronvolt flux, and 
only at early times (t " 100 s). Henceforth, we focus on the SSC process 
in the afterglow.

SSC emission has been predicted for GRB afterglows9,12,18,20–27. How-
ever, its quantitative significance has been uncertain because the SSC 
luminosity and spectral properties depend strongly on the poorly 
constrained physical conditions in the emission region (for example, 
the magnetic field strength). The detection of the teraelectronvolt 
component in GRB 190114C and the availability of multi-band obser-
vations offer the opportunity to investigate the relevant physics at a 
deeper level. SSC radiation may have been already detected in very 
bright GRBs, such as GRB 130427A, in which photons with energies 
of 10–100 GeV are challenging to explain by synchrotron processes, 
suggesting a different origin28–30.

We model the full dataset (from the radio band to teraelectronvolt 
energies, for the first week after the explosion) as synchrotron plus SSC 
radiation, within the framework of the theory of afterglow emission 
from external forward shocks. The detailed modelling of the broad-
band emission and its evolution with time is presented in Methods. 
We discuss here the implications for the emission at t < 2,400 s and 
energies above >1 keV.

The soft spectra in the 0.2–1-TeV energy range (photon index ΓTeV < −2; 
see Extended Data Table 1) constrain the peak of the SSC component 
to below this energy range. The relatively small ratio between the spec-
tral peak energies of the SSC (E "200 GeVp

SSC ) and synchrotron 
(E ≈ 10 keVp

syn ) components implies a relatively low value for the elec-
tron Lorentz factor (γ ≈ 2 × 103). This value is hard to reconcile with the 
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Fig. 1 | Multi-wavelength light curves of GRB 190114C. Energy flux at different 
wavelengths, from radio to γ-rays, versus time after the BAT trigger, at 
T0 = 20:57:03.19 universal time (UT) on 14 January 2019. The light curve for the 
energy range 0.3–1 TeV (green circles) is compared with light curves at lower 
frequencies. Those for VLA (yellow square), ATCA (yellow stars), ALMA (orange 
circles), GMRT (purple filled triangle) and MeerKAT (purple open triangles) 
have been multiplied by 109 for clarity. The vertical dashed line marks 
approximately the end of the prompt-emission phase, identified as the end of 
the last flaring episode. For the data points, vertical bars show the 1σ errors on 
the flux, and horizontal bars represent the duration of the observation. The 
fluxes in the V, r and K filters (pink, purple and grey filled squares, respectively) 
have been corrected for extinction in the host and in our Galaxy; the 
contribution from the host galaxy has been subtracted.
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(green) and 625–2,400 s (purple). MAGIC data points have been corrected for 
attenuation caused by the EBL. Data from other instruments (Swift-XRT, Swift-
BAT, Fermi-GBM and Fermi-LAT) are shown for the first two time intervals. For 
each time interval, LAT contour regions are shown, limiting the energy to the 
range in which photons are detected. MAGIC and LAT contour regions are 
drawn from the 1σ error of their best-fit power-law functions. For Swift data, the 
regions show the 90% confidence contours for the joint fit for XRT and BAT, 
obtained by fitting a smoothly broken power law to the data. Filled regions are 
used for the first time interval (68–110 s).
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observation of the synchrotron peak at energies higher than kiloelec-
tronvolt. To explain the soft spectrum detected by MAGIC, it is neces-
sary to invoke scattering in the Klein–Nishina regime for the electrons 
radiating at the spectral peak, as well as internal γ–γ absorption31. 
Although both of these effects tend to become less important with 
time, the spectral index in the 0.2–1-TeV band remains constant in time 
(or possibly evolves to softer values; Extended Data Table 1). This 
implies that the SSC peak energy moves to lower energies and crosses 
the MAGIC energy band. The energy at which attenuation by internal 
pair production becomes important indicates that the bulk Lorentz 
factor is about 140–160 at 100 s.

An example of the theoretical modelling in this scenario is shown 
in Fig. 3 (blue solid curve; see Methods for details). The dashed line 
shows the SSC spectrum when internal absorption is neglected. The 
thin solid line shows the model spectrum including EBL attenuation, 
in comparison to the MAGIC observations (empty circles).

We find that acceptable models of the broadband SED can be obtained 
if the conditions at the source are the following. The initial kinetic 
energy of the blast wave is Ek ≳ 3 × 1053 erg (isotropic-equivalent). The 
electrons swept up from the external medium are efficiently injected 
into the acceleration process and carry a fraction εe ≈ 0.05–0.15 of the 
energy dissipated at the shock. The acceleration mechanism produces 
an electron population characterized by a non-thermal energy distri-
bution, described by a power law with index p ≈ 2.4–2.6, an injection 
Lorentz factor of γm = (0.8–2) × 104 and a maximum Lorentz factor of 
γmax ≈ 108 (at about 100 s). The magnetic field behind the shock conveys 
a fraction εB ≈ (0.05–1) × 10−3 of the dissipated energy. At t ≈ 100 s, cor-
responding to a distance from the central engine of R ≈ (8–20) × 1016 cm, 
the density of the external medium is n ≈ 0.5–5 cm−3 and the magnetic 
field strength is B ≈ 0.5–5 G. The latter implies that the magnetic field 
was efficiently amplified from values of a few microgauss, which are 
typical of the unshocked ambient medium, owing to plasma instabilities 
or other mechanisms6. Not surprisingly, we find that εe ≫ εB, which is a 
necessary condition for the efficient production of SSC radiation18,20.

The blast-wave energy inferred from the modelling is comparable 
to the amount of energy released in the form of radiation during the 
prompt phase. The prompt-emission mechanism must then have dis-
sipated and radiated no more than half of the initial jet energy, leaving 
the rest for the afterglow phase. The modelling of the multi-band data 
also allows us to infer how the total energy is shared between the syn-
chrotron and SSC components. The resultant powers of the two compo-
nents are comparable. We estimate that the energy in the synchrotron 
and SSC component are about 1.5 × 1052 erg and around 6.0 × 1051 erg, 
respectively, in the time interval 68–110 s, and about 1.3 × 1052 erg and 
around 5.4 × 1051 erg, respectively, in the time interval 110–180 s. Thus, 
previous studies of GRBs may have been missing a substantial fraction 
of the energy emitted during the afterglow phase that is essential to 
its understanding.

Finally, we note that the values of the afterglow parameters inferred 
from the modelling fall within the range of values typically inferred from 
broadband (radio to gigaelectronvolt) studies of GRB afterglow emis-
sion. This points to the possibility that SSC emission in GRBs may be a 
relatively common process that does not require special conditions to 
be produced, and its power is similar to that of synchrotron radiation.

The SSC component may then be detectable at teraelectronvolt 
energies in other relatively energetic GRBs, as long as the redshift is 
low enough to avoid severe attenuation by the EBL. This also provides 
support to earlier indications for SSC emission at gigaelectronvolt 
energies28–30.
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★ The detection of GRB190114 
have opened the can for 
almost routine GRB 
detections (4.5 detections so 
far by MAGIC and HESS)


★ Spectra difficult to explain by 
SSC process

✦ No evidence of two 

components

✦ No evidence of Klein-Nishina 

cut-off

✦ Extended synchrotron above 

the expected maximum energy? 

Other GRB detections
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Transient: Gamma Rays Bursts 

 3 sigma signal for short Gamma-Ray Burst GRB 160821B 
Putative VHE Gamma-ray emission difficult to explain with simple one-zone models of 

synchrotron-self-Compton emission 

GRB 201216C detection above 5 sigmas

Since GRB 190114C, several signal of VHE emission from GRBs reported

MAGIC et al, APJ,  908, 2021

GRB 160821B

HESS Coll. Science 372 (2021) 1081

Acciari et al. ApJ 908 (2021) 90MW/MMaccelerators
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Propagation effects
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Gamma-ray propagation: EBL
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Ɣ-ray propagation from sources down to Earth
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Credits: JB & Meyer 2022
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Extragalactic background radiation
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★ Directly:

✦ Direct measurements (lots of foregrounds)

✦ Galaxy counts (lower limit)


★ Indirectly

✦ Attenuation of gamma rays traveling 

cosmological distances

Measuring EBL
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Figure 7.1: Spectrum of the EBL at z = 0, following the empirical model of Domı́nguez et al. (2011),
the phenomenological model of Finke et al. (2010) and the semi-analytical model of Gilmore et al.
(2012). The spectrum of the CMB, peaking around 1000 nWm�2 sr�1, is shown as a dashed area.
Grey curves, denoted as “optical depth kernels” on the right-hand side axis, display the integral
over redshift and angle of interaction of the pair production cross-section and evolution factors.
The integral of the product of these functions and of the EBL intensity results in the gamma-ray
optical depth, provided here at three characteristic energies and redshifts.

di↵use component.

7.1.2 VHE observables

The very-high-energy (VHE, E� > 100 GeV) band opens a unique window on the density of EBL
photons integrated over the line of sight, be they from known galaxies or of truly di↵use origin (see
e.g. Franceschini, 2021 for a recent review). Gamma rays from extragalactic sources can interact
with EBL photons through the production of electron-positron pairs (Gould and Schréder, 1967a,b,
Nikishov, 1962). For this process to occur, the product of the gamma-ray energy, E0

� , and of the
EBL photon energy, ✏0, as measured in the cosmological comoving frame, must satisfy a threshold
condition imposed by kinematics, that is:

E
0
�✏

0 �
�
mec

2
�2

(7.1)

where mec
2 is the rest energy of the electron/positron.

The gamma-ray optical depth, ⌧(E� , z0), with E� the gamma-ray energy in the observer’s
frame and z0 the redshift of the source, quantifies the number of interactions on the line of sight. As
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Figure 7.2: Attenuation factor, in percent, as a function of gamma-ray energy on Earth for sources
located at z = 0.03, z = 0.1, and z = 1.0, following the empirical model of Domı́nguez et al. (2011),
the phenomenological model of Finke et al. (2010), and the semi-analytical model of Gilmore et al.
(2012).

becomes relevant for gamma-ray energies larger than ⇠ 50 TeV. From Eq. (7.7), one can infer that
measurements of gamma-ray absorption around 20 TeV, obtained from nearby sources (z . 0.05),
probe the CIB up to 100 µm, while distant sources (z & 1) detected up to a few hundred GeV
probe the UV-optical part of the COB.

The transparency of the universe to gamma rays scales with the attenuation factor exp (�⌧(E� , z)).
At first order, the optical depth is a linear function of energy and of EBL photon density integrated
over the line of sight, so that the transparency to gamma rays decreases with increasing energy and
source distance, as illustrated in Fig. 7.2. Substructures can be identified in Fig. 7.2, with inflec-
tion points tracing the variations of the EBL spectrum as a function of wavelength. The features
observed in the attenuation reflect the dependence of the EBL intensity on wavelength, with low-
energy gamma rays (up to ⇠ 1 TeV) interacting with photons from the COB while higher-energy
gamma rays interact mostly with photons from the CIB.

The gamma-ray spectrum observed from an extragalactic source is the product of the intrinsic
spectrum of the source and of the attenuation factor, exp (�⌧(E� , z)). The intrinsic spectrum is not
a priori known, thus multiple features can be used to constrain or measure the EBL density: the
variation of the spectral index from the unabsorbed region to the attenuated one (the �� method,
e.g. Sanchez et al., 2013), the measurement of the cosmic gamma-ray horizon (the energy for which
⌧ = 1, e.g. Domı́nguez et al., 2013), and the reconstruction of the full spectral signature that is
shown in Fig. 7.2 (Abramowski et al., 2013, Ackermann et al., 2012). The exploitation of these

6

Pueschel & Biteau, arXiv:2112.05952

7

rsos.royalsocietypublishing.org
R

.S
oc.open

sci.0000000
..............................................................

0.1 1.0 10.0 100.0
Wavelength 

   1

10

100

nW
 m

 -2
 sr

-1 HST

HESS

IRTS

IRAC

ISO

SCUBA

FIRAS

MIPS

  IRAS

Galaxy
counts

UVS/STIS

DIRBE

PACS

SPIRE

CIBER

In
te

ns
ity

Figure 2. The cosmic optical and infrared background light from 0.1 to 100 µm. The data points with error bars are

direct estimates using DIRBE (red circles: Wright 2004, Wright 2001; stars: Cambresy et al. 2001 at 1.25 and 2.2 µm;

Gorjian et al. 2000 at 2.2 and 3.5 µm; Levenson et al. 2007 at 2.2 and 3.5 µm; open squares at 140 and 240 µm;

Hauser et al. 1998), IRTS (purple crosses; Matsumoto et al. 2005), Spitzer at 3.6 µm (open triangle; Levenson & Wright

2008), Hubble (green circles; Bernstein 2007), UVS/STIS (blue upper limits; Edelstein et al. 2000; Brown et al. 2000),

CIBER (blue circles; model-dependent based on fluctuation measurements; Zemcov et al. 2014), FIRAS (black line; with

an overall uncertainty of 30% between 200 µm and 1.2mm; Lagache et al. 2000 also Fixsen et al. 1998), and IRAS (blue

square; 60 µm fluctuation-based estimate of EBL with IRAS; Miville-Deschn̂es et al. 2002). The lower limits to the EBL

are from integrated or source counts using Hubble (Gardner et aL. 2000; Madau & Pozzetti 2000), Spitzer/IRAC (Fazio

et al. 2004), ISO (Elbaz et al. 1999), Spitzer/MIPS (Papovich et al. 2004; Dole et al. 2004), Herschel/PACS (Berta et al.

2010), Herschel/SPIRE (Béthermin et al. 2012), and SCUBA (Smail et al. 2002). The blue shaded region is the estimate of

EBL using the HESS TeV blazar absorption spectra (Abramowski et al. 2012). Apart from recent Herschel measurements,

CIBER, and the estimate of EBL from HESS, all other measurements plotted here are tabulated in Hauser & Dwek (2011).

This figure is based on a previous figure by Dole et al. (2006) that summarized these EBL and integrated galaxy count

measurements.

possibility would be the use of New Horizons’ Alice UV spectrometer (Stern et al. 2007) for a new
background measurement at wavelengths around 140-180 nm.

(d) Optical/Near-Infrared
At optical and near-infrared (IR) wavelengths between 0.1 to 5 µm the EBL intensity is
predominantly due to stellar emission from nucleosynthesis throughout the cosmic history (see
Hauser & Dwek 2001 for a review). The cosmic optical background (COB) spectrum also includes
radiative information from the reionization epoch. Due to redshifting of the UV photons to near-
infrared emission from primordial sources is primarily at wavelengths longward of 1 µm (Santos
et al. 2002; Salvaterra et al. 2003). This includes diffuse Ly-↵ and free-free radiation in addition to
direct emission by stars and mini-quasars (e.g., Cooray & Yoshida 2004; Fernandez & Komatsu
2006).

Cooray, arXiv:1602.03512propagation
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★ The measurement is dominated by 
systematics 

✦ Energy scale

✦ Intrinsic spectra


★ Still, useful & constraining upper 
limits

Measuring the EBL imprint
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Fig. 4. Observed number of γ-rays over number of events expected from
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by the solid lines for the three redshifts corresponding to the groups
of data sets and the shaded areas correspond to the ±1σ best fit EBL
normalization.

Table 4. Sources of systematics and estimated uncertainties on the nor-
malized EBL optical depth α0 = 1.27+0.18

−0.15 stat.

Sources of systematics Estimated systematics
Analysis chain 0.21
Intrinsic model 0.10
EBL model 0.06
Energy scale 0.05
Total 0.25

Notes. A full discussion of the systematic uncertainties can be found in
Appendix A.

analysis), the choice of intrinsic models and of the EBL tem-
plate, as well as the limited knowledge of the energy scale due
to the atmosphere. These systematic uncertainties are summa-
rized in Table 4 and detailed in Appendix A.

The total systematic is estimated as σsys(α0) = 0.25 and is
comparable to the statistical uncertainty on the normalized EBL
optical depth α0 = 1.27+0.18

−0.15 stat.

4. Discussion

The measurement of the EBL optical depth can be converted to
an EBL flux density, but particular attention must be paid to the
wavelength range covered.

A γ-ray of energy E∗ and an EBL photon of energy ε∗ tend
to produce an electron-positron pair mostly for E∗ε∗ = (2mec2)2

(peak of the cross section, see, e.g., Jauch & Rohrlich 1976). The
interaction can occur anywhere along the path of the γ-ray from
the source and the relation for the EBL wavelength becomes, in
the observer frame,

(λEBL/1 µm) = 1.187 × (E/1 TeV) × (1 + z′)2 (2)

with z′ < z, where z is the redshift of the source and where E is
the γ-ray energy in the observer frame. To derive this relation be-
tween the EBL wavelength and the γ-ray energy, the width of the

Table 5. EBL wavelength range probed by the data sets used in this
study.

Data set z Emin−Emax λmin−λmax
[TeV] [µm]

Mrk 421 (1) 0.031 0.95−41 1.2−49
Mrk 421 (2) 0.031 0.95−37 1.2−44
Mrk 421 (3) 0.031 0.95−45 1.2−53
PKS 2005-489 (1) 0.071 0.16−37 0.22−44
PKS 2005-489 (2) 0.071 0.18−25 0.25−30
PKS 2155-304 (2008) 0.116 0.13−19 0.30−23
PKS 2155-304 (1) 0.116 0.13−5.7 0.19−6.8
PKS 2155-304 (2) 0.116 0.13−9.3 0.19−11
PKS 2155-304 (3) 0.116 0.13−14 0.19−17
PKS 2155-304 (4) 0.116 0.18−4.6 0.19−5.5
PKS 2155-304 (5) 0.116 0.13−5.7 0.27−6.8
PKS 2155-304 (6) 0.116 0.15−5.7 0.19−6.8
PKS 2155-304 (7) 0.116 0.20−7.6 0.22−9.0
1ES 0229+200 0.14 0.29−25 0.45−30
H 2356-309 0.165 0.11−34 0.18−40
1ES 1101-232 0.186 0.12−23 0.20−27
1ES 0347-121 0.188 0.13−11 0.22−13

Notes. The redshifts of the sources are given in Col. 2. The energy range
of the spectra (in TeV) is given in Col. 3, and the EBL wavelengths
probed with the subsets are given in Col. 4, where only the peak of the
pair-creation cross-section is taken into account.

pair-creation cross-section as a function of energy is neglected.
Taking it into account would result in an even wider wavelength
coverage for a given γ-ray energy range.

The detection of an EBL flux density scaled up by a factor
α0 = 1.27+0.18

−0.15 stat±0.25sys is then valid in the overlap of the data-
set energy ranges [(1 + z)2Emin, Emax], where the factor (1 + z)2

accounts for the redshift dependency in Eq. (2). The measure-
ment that is derived with all data sets is shown by the filled area
in Fig. 5 in the wavelength range [1.2, 5.5] µm, where 1.2 µm
(resp. 5.5 µm) is the counterpart of the low (resp. high) energy
bound of the Mrk 421 (resp. PKS 2155-304) data sets, as shown
in Table 5.

To probe a wider wavelength range and to ensure the con-
sistency of the modelling below and above ∼1 µm, the TSs
of data sets with comparable energy ranges were combined.
Low EBL-wavelengths between 0.30 and 5.5 µm were stud-
ied with the combination of the 1ES 0347-121 data set and
the six PKS 2155-304 data sets (1, 2, 4, 5, 6, 7) while the
large EBL-wavelengths between 1.2 and 17 µm were probed by
the 1ES 1101-232, 1ES 0229+200, PKS 2005-489, Mrk 421,
H 2356-309 data sets, and the two PKS 2155-304 data sets (3,
2008), all described in Table 5. The normalized EBL optical
depth measured in the various wavelength ranges and the cor-
responding EBL flux density are given in Table 6.

The 1σ (statistical) contours of the EBL flux density for
these two wavelength ranges and for the combination are com-
pared in Fig. 5 to other measurements and limits. The first peak
of the EBL flux density, the COB, is entirely constrained by the
low and the high energy data sets. The systematic uncertainty is
quadratically added to the statistical uncertainty on the measure-
ment with the full data set in the intermediate wavelength range,
and to uncertainties on the low and high energy measurements
in the extended ranges. The statistical uncertainties remain dom-
inant around 10 µm. In the UV to NIR domain, the systematic
uncertainties, which are propagated from the optical depth nor-
malization to the flux density as a single normalization factor,
make a non-negligible contribution to the width of the contour.

A4, page 6 of 11

HESS Coll. A&A 550 (2013) A4

m]µ [λ0.1 1 10 100

]
-1

 s
r

-2
 [n

W
 m

λF
λ

1

10

100
-LAT (D11)FermiMAGIC+

Total uncertainty

Pueschel+ 2017 (VERITAS)

Abdalla+ 2017 (H.E.S.S.)

(gamma-only)
Biteau & Williams 2015

)Fermi-LATAbdollahi+'18 (

MAGIC Coll. MNRAS 486 (2019) 4233

propagation accelerators



XLIX IMFP. Benasque, September 8, 2022 J. Rico - Gamma-ray Astronomy

Gamma-ray propagation: IGMF
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Ɣ-ray propagation from sources down to Earth
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Fig. 5. Lower bound on IGMF strength derived from Fermi/LAT and
Cherenkov telescope data sets (thick blue curve and red data points).
Green dot-dashed and dashed curves show previous Fermi/LAT lim-
its derived for the full source sample and 1ES 0229+200 only (Ack-
ermann et al. 2018). Light-grey shaded upper bound shows previously
known limits on the IGMF strength and correlation length from radio
telescope data (Kronberg 1994) and CMB (Planck Collaboration et al.
2016) analysis as well as from theoretical estimates (Durrer & Neronov
2013). Inclined orange stripe shows the locus of end points of evolu-
tion of cosmological magnetic fields (Banerjee & Jedamzik 2004). Red
stripe marks possible range of magnetic field produced by the chiral dy-
namo (Joyce & Shaposhnikov 1997; Neronov & Semikoz 2020). Dark
green stripe denotes the range of electroweak phase transition mag-
netic fields which might explain the observed baryonic asymmetry of
the Universe (Giovannini & Shaposhnikov 1998; Fujita & Kamada
2016; Kamada & Long 2016). Filled vertical green and violet boxes
show favored regions of IGMF generated by a frozen-in magnetic field,
originating from AGN outflows (Furlanetto & Loeb 2001) or galactic
winds (Bertone et al. 2006) as labelled in the figure.

10 TeV (the energy of primary � rays which induce cascade393
emission at 100 GeV, Neronov & Semikoz 2009). Measurement394
of such time delays through long-term monitoring is challenging,395
but not impossible with existing and planned �-ray observation396
facilities including Fermi/LAT (Atwood et al. 2009), CTA (Ac-397
tis et al. 2011) and HERD (Zhang et al. 2014).398
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Preliminary

★ TeV + EBL produce e+e- pairs, which lose energy through IC with 
CMB, producing GeV secondaries


★ Depending on IGMF intensity, GeV secondary emission should be:

✦ extended

✦ delayed

✦ inexistent

Intergalactic magnetic fields
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Evidence for strong extragalactic magnetic fields from
Fermi observations of TeV blazars

Andrii Neronov1∗ and Ievgen Vovk,1

1Data Centre for Astrophysics (ISDC), Geneva Observatory,
Ch. d’Ecogia 16, Versoix,1290, Switzerland

∗E-mail: Andrii.Neronov@unige.ch.

Magnetic fields in galaxies are produced via the amplification of seed magnetic

fields of unknown nature. The seed fields, which might exist in their initial

form in the intergalactic medium, were never detected. We report a lower

bound B ≥ 3 × 10−16 gauss on the strength of intergalactic magnetic fields,

which stems from the nonobservation of GeV gamma-ray emission from elec-

tromagnetic cascade initiated by tera-electron volt gamma-ray in intergalactic

medium. The bound improves as λ−1/2
B if magnetic field correlation length, λB ,

is much smaller than a megaparsec. This lower bound constrains models for

the origin of cosmic magnetic fields.

The problem of the origin of 1- to 10-µG magnetic fields in galaxies and galaxy clusters is

one of the long-standing problems of astrophysics and cosmology [see (1–4) for reviews]. It is

assumed that the observed magnetic fields result from the amplification of much weaker seed

fields. However, the nature of the initial weak seed fields is largely unknown. There are two

broad classes of models for the seed fields: astrophysical models, which assume that the seed

1

G

Acciari et al. A&A (2022) in press

J. Biteau

Absence of secondary signal

14

Credits: Neronov & Vovk 2010

Credits: JB+ 2020Discovery of extreme TeV blazars in 2006
Hard TeV photon spectrum when corrected for absorption 

Intrinsic emission expected to be faint in the GeV band

Reprocessed emission? 
None in 2010 within point spread function

⇒ minimum B-field needed to spread out the signal
Neronov & Vovk Science 328 (2010) 73 

propagation
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Physics beyond the 
Standard Model
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Gamma-ray propagation: ALPs

33

Ɣ-ray propagation from sources down to Earth

5

Credits: JB & Meyer 2022

propagation

Spectral features 
Spatial correlations

Gamma 2022 J. Rico - Dark Matter Searches with Gamma Rays and Cosmic Rays Barcelona, July 5 2022

Gamma ray propagation with ALPs

38

Adapted from Biteau & Meyer [https://www.cta-observatory.org/what-propogation-of-energetic-light-can-tell-us/]

EBL
EBL+ALPs
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BSM

★ Cause: magnetic field in the source

★ Observations:


✦ NGC1275 (6 years with Fermi-LAT)

✦ PKS2155-304 (13 h super flare with HESS) 


★ No preference for ALP hypothesis 
found in the data

Search for spectral irregularities

34

is modeled with a logarithmic (log) parabola, FðEÞ ¼
NðE=E0Þ−½αþβ lnðE=E0Þ&, where E0 is fixed to 530 MeV [30].
Under the assumption that the profiled nuisance param-

eters do not change when considering each bin separately
[64], we extract the likelihood in each reconstructed energy
bin k0, Lðμik0 ; θijDik0Þ as a function of expected counts μik0
of NGC 1275, and observed counts Dik0 . For NGC 1275 a
power law with fixed spectral index Γ ¼ 2 is now assumed
in each bin. For each tested value of μik0 we reoptimize the
normalization of the spectrum of the radio galaxy IC 310,
which has an angular separation of ∼0.6° from NGC 1275.
Under the ALP hypothesis, characterized by Pγγ ≡

PγγðE;ma; gaγ;BjÞ for one random turbulent B-field reali-
zation Bj, the expected number of photons is calculated
through

μik0 ¼
X

k

Di
kk0

Z

ΔEk

dEPγγFðEÞEiðEÞ; ð2Þ

where the integration runs over the true energy bin ΔEk, Ei

is the exposure, and Di
kk0 is the energy dispersion for event

type EDISPi. Under the null hypothesis, Pγγ reduces to the
EBL attenuation. The parameters of the intrinsic source
spectrum FðEÞ, N, α, and β, are further nuisance param-
eters. For each tested ALP parameter and magnetic field,
we determine these parameters by profiling the joint
likelihood of all energy bins k0,

Liðμ; θjDÞ≡
Y

k0
Lðμik0 ; θijDik0Þ; ð3Þ

for each event type separately, using the precomputed
likelihood curves Lðμik0 ; θijDik0Þ. In this way, we treat
each event type selection as an independent measurement
[68]. The bin-by-bin likelihood curves for the EDISP3

event type are shown in Fig. 1 together with the best-fit
spectra.
We simulate NB ¼ 500 random realizations of the

turbulent field Bj, j ¼ 1;…; NB. The dependence of the
likelihood on the realizations is not easily parametrizable
and we cannot assume that the simulations map the space of
possible realizations. Therefore, instead of profiling, we
sort the B-field realizations for each tested (ma, gaγ) pair
by increasing values of the product over the likelihoods Li
and use the realization that corresponds to the QB ¼ 0.95
quantile of the likelihood distribution (profiling would
correspond to QB ¼ 1). We will denote this realization
as B95 and the corresponding expected counts with μ95.
Note that B95 might be different for different ALP
parameters, so that B95 ≡B95ðma; gaγÞ.
Similar to Ref. [69], we evaluate the ALP hypothesis

with a likelihood ratio test. The test statistic (TS) for the
ALP hypothesis is calculated from the joint likelihood of
all event types:

TS ¼ −2
X

i

ln
!
Liðμ0;

ˆ̂θjDÞ
Liðμ̂95; θ̂jDÞ

"
; ð4Þ

where μ0 are the expected counts for the null (no ALP)

hypothesis with maximized nuisance parameters ˆ̂θ≡ θ̂ðμ0Þ
and μ̂95 are the expected counts under the ALP hypothesis
that, together with θ̂, maximize the likelihoods of each
event type. We test ALP parameters on a logarithmic
(ma, gaγ) grid with (19 × 12) steps where 0.07 ≤ ma;neV ≤
100 and 0.1 ≤ g11 ≤ 7. The mass range is chosen such that
Ecrit falls into the analyzed energy range whereas the
maximum coupling is motivated by the bound found in
Ref. [55]. For the lower bound, the amplitude of the
irregularities is too small to be detectable.
In order to convert the TS value into a significance,

we need to know the underlying probability distribution.
We derive the null distribution from Monte Carlo simu-
lations and from it the threshold TS value, TSthr, for which
we can reject the null hypothesis (see the Supplemental
Material for details [37]). For a rejection of the no-ALP
hypothesis at a 3σ (global) significance level, we find
that TS > TSthr ¼ 33.1.
Results.—The best-fit ALP parameters are found at

mneV ¼ 44.6 and g11 ¼ 4.76 with TS ¼ 10.40 < TSthr,
and hence the best fit with ALPs is not significantly
preferred over the null hypothesis. We set upper limits
by stepping over the ALP parameters and calculating the
difference λðma; gaγÞ between the log-likelihood values for
each pair ma, gaγ and the best fit. ALP parameters are
excluded with 95% confidence if λ > λthr ¼ 22.8. The
threshold value λthr is calculated under the assumption that
the probability distribution of the alternative hypothesis
follows the null distribution. We have tested this
assumption with simulations and found that this choice

FIG. 1. The likelihood curves (shown in color) for the EDISP3
event type. Δ lnL ¼ 0 corresponds to the maximum likelihood in
each bin (black points). The error bars indicate an increase of the
likelihood by 2Δ lnL ¼ 1. The best-fit spectrum of the joint
likelihood without an ALP (with an ALP with mneV ¼ 1.2 and
g11 ¼ 1) is shown as a light (dark) red solid line.

PRL 116, 161101 (2016) P HY S I CA L R EV I EW LE T T ER S
week ending

22 APRIL 2016

161101-4

PKS 2155-304 

results in overcoverage for ALP parameters causing the
strongest irregularities, thus yielding conservative limits.
The excluded parameter space is shown in the left-hand

panel of Fig. 2 (black shaded region). Photon-ALP
couplings are ruled out between 0.5≲ g11 ≲ 3 for
0.5≲ma;neV ≲ 5 and g11 ≳ 1 for 5≲ma;neV ≲ 10. At high
masses, the limits run almost parallel to the lines of constant
Ecrit (shown as dotted lines for BμG ¼ 10). For lower
masses, ALP couplings along the Ecrit ¼ 1 GeV line with
1.3≲ g11 ≲ 4 are not excluded. Around this “holelike”
feature, Pγγ exhibits rapid fluctuations for almost the entire
Fermi-LAT energy range. Given the Poisson noise in the
data, these ALP parameters cannot be excluded. We stress
that the fit with ALPs is not preferred over the null
hypothesis. For masses below ma;neV ¼ 0.5, irregularities
still enter the Fermi-LAT energy range, allowing us to
exclude ALP parameters.
The observed limits agree well with the expected

exclusion region derived from Monte Carlo simulations
(shaded regions). The “hole” feature is not visible in the
expected limits but occurs in certain Monte Carlo realiza-
tions (an example is given in the Supplemental Material
[37]). In 5% of the simulations (yellow shaded region),
ALP parameters are excluded for which the
Ecrit > 100 GeV. This is expected since we have derived
λthr from the null distribution where for 5% of the
simulations one finds TS > λthr. The parameters for which
we could detect an ALP signal at a 2σ level agree well
with the observed limits (gray hatched region; see the
Supplemental Material for details [37]).
The results are subject to systematic uncertainties related

to the analysis and magnetic-field parameters. Concerning
the analysis, changing the energy dispersion has the
strongest effect on the limits. If we conservatively broaden

the energy dispersion by 20%, the area of the tested ALP
parameter grid with λ > 22.8 decreases by 25%. All other
tested effects related to the analysis change the limits at
most by ∼4%. Concerning the choice of B-field parameters,
neither the strength, the power spectrum, nor the depend-
ence on the electron density of the magnetic field are well
established for Perseus. Therefore, the full analysis is
repeated for a magnetic-field strength of σB ¼ 20μG, for
a Kolmogorov-type turbulence spectrum, q ¼ −11=3 (as
found in the cool-core cluster Hydra A [62]), and by
conservatively assuming that the magnetic field is zero
beyond rmax ¼ 100 kpc. Increasing σB increases the
excluded area by 43%. In comparison, the other tested
parameters have a subdominant effect of maximally 16%.
The dependence of the limits on the particular choice of the
EBL model is negligible due to the relative proximity of
NGC 1275 (z ¼ 0.017559). The absorption is maximally
∼8% at 500 GeV with significantly smaller relative
differences for a number of EBL models [54,71–75]. We
provide a comprehensive summary of all tested systematic
uncertainties in the Supplemental Material [37].
The limits derived in this work are compared to

other limits and sensitivities of future experiments in
Fig. 2 (right). Our results give the strongest constraints
to date for 0.5≲ma;neV ≲ 20 and surpass the expected
limits for the planned ALPS II experiment [76] in that
range. They are only a factor of ∼2 below the exclusion
prospects of the planned IAXO experiment [77]. We note
that the systematic uncertainties of the future experiments
are likely to be smaller than the ones that apply to the
present analysis. In conjunction with other limits taken at
face value [29,56,69], the parameter space where ALPs
could explain hints for a lower γ-ray opacity compared to
EBL-model predictions (light blue region) [25] is now

FIG. 2. Left: Observed and expected 95% confidence limits on the ALP parameters from 400 Monte Carlo simulations. Dotted lines
correspond to constant critical energies. The hatched gray region shows the parameters where ALPs are detectable at the 2σ confidence
level (median sensitivity). Right: Comparison of Fermi-LAT limits with other works. Other limits are shown in red, expected
sensitivities in green. The parameter space where ALPs could explain a low γ-ray opacity is shown in blue. ALPs below the N θ1 ¼ 1
line could account for all the DM. The QCD axion is shown as a gray shaded band and solid black line. See, e.g., Ref. [70] and references
therein.

PRL 116, 161101 (2016) P HY S I CA L R EV I EW LE T T ER S
week ending

22 APRIL 2016

161101-5

Ajello et al, PRL 116 (2016) 161101

Abramowski et al. PRD 88 (2013) 102003Ajello et al, PRL 116 (2016) 161101

propagation
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★ Cause: escape EBL while being ALP

★ No evidence for ALP-induced high-E flux boost in a large 

compilation of HE+VHE spectra (106 blazars)

Search for high energy boost in flux

35

Biteau & Williams, ApJ 812:  No evidence of flux boost in a 
larger compilation of HE+VHE spectra  (106 blazars) 

Biteau & Williams ApJ 812 (2015) 60

BSM propagation
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★ Assuming ALP-𝛾 conversions only at source and Galaxy


★ Simple approach: compare HE and VHE photon indices, look for 
autocorrelations among sources. 


★ No correlation observed even compared to expected for ga𝛾 close to CAST 
limit

Correlation with Galactic magnetic fields

36

Wouters & Brun JCAP 01 (2014)

•  Assuming conversions only at the sources and in our galaxy

•  Simple approach: compare HE (Fermi) and VHE photon indices, look for 
autocorrelations among sources. No correlation seen even assuming gaϒ 
close to CAST limit

Pa⟶ϒ in the MW magnetic field 

Example for g11 = 5 (close to CAST limit) 
P=0.8 for no-autocorrelation hypothesis  

BSM propagation
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Gamma-ray propagation: LIV

37

Ɣ-ray propagation from sources down to Earth

5

Credits: JB & Meyer 2022

propagation

Spectral features

Signal delay
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★ Lorentz Invariance violation (LIV) 
expressed by Taylor expansion of 
the dispersion relation:


★ EQG ≈ EPl ≈ 1028 eV, vs:

  Emax,CR ≈ 1020 eV

    Emax,𝛾 ≈ 1015 eV

Lorentz Invariance Violation

38

E2 = p2c2 + m2c4 ± E2 ( E
EQG )

n

https://www.pinterest.es/pin/497788565033704795/

★ LIV Manifestations include:

✦ Energy dependent speed of 

light in vacuum 
✦ Modification of energy 

threshold of reactions (e.g. 
UHECR with CMB or 𝛾 with EBL)


✦ Photon decay                                    
(𝛾 → e+e- and/or 𝛾 → 3 𝛾) 

✦ Vacuum birefringence

✦ Vacuum Cherenkov radiation (by 

superluminal electrons in vacuum) 

✦ Suppression of particle 

interactions/decays

✦ … 

+ → “superluminal”

-  → “subluminal”

BSM propagation
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★ Change in the threshold for EBL 
absorption:

Subluminal LIV anomalous transparency

39

8

Figure 9. Distance as a function of energy for which
aLIV /aLI > 1.1 are shown as dashed lines for several E(1)

LIV

values. Black crosses, blue circles and the red stars show the
distance and Emax of all 111 measured energy spectra studied
in this work. Reference data set A is composed by the red
stars. Data set B analyzed in this section is composed of blue
circles and red starts.
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Figure 10. Log-likelihood value as a function of the LIV en-
ergy scale for n = 1. The red and blue lines show the results
using data sets A and B, respectively. Both lines overlap.
The horizontal dashed lines represent the 1, 2, 3, 4 and 5�
confidence levels.

5. Selection of bins in each measured spectrum

The energy region used to reconstruct the intrinsic
spectrum was defined in equation 3 and depends on the
factor ⇢. The reference results were obtained using ⇢ = 1
which means we excluded from the intrinsic spectrum

reconstruction any energy bin for which the difference
between the LI and the LIV attenuation is larger than
the error in the measured flux. We evaluate here the sys-
tematic effect in the results derived from the choice of
⇢ = 1. We repeated the analysis considering ⇢ = 3 and
⇢ = 5. The ⇢ parameter sets the tolerance for the differ-
ence between LI and LIV attenuations. The number of
bins used to reconstruct the intrinsic spectrum increases
with ⇢.

Figure 11 shows the log-likelihood test using ⇢ = 1,
⇢ = 3 and ⇢ = 5. The test confirms that the overall
shape of the log-likelihood curves does not depend on
the choice of ⇢. If the curves overlap, points were used
to plot continuous functions for visualization purpose.
Most important, this test shows that ⇢ = 1 leads to the
most conservative LIV limit and that previous analysis
which did not take into account this selection might have
overestimated the LIV limit.
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Figure 11. Log-likelihood value as a function of the LIV en-
ergy scale for n = 1. Left plot shows the LIV-favored case
and the right plot shows the LIV-disfavored case. The colored
lines show the results for different values of ⇢. The horizontal
dashed lines represent the 1, 2, 3, 4 and 5� confidence levels.

ϵth =
m2

e

Eγ
→

m2
e

Eγ
∓

1
4 (

Eγ

EQG,n )
n

Eγ

22 of 47

Figure 1. (Left) Energy of the background photons at threshold (eth) for the pair-production reaction as
a function of a gamma-ray energy (E). The black dashed line represents the Lorentz invariant scenario,
while solid and doted lines represent LIV subluminal and superluminal scenarios, respectively. Five
different values of EEG,1 were considered. (Right) Spectral energy distributions of the CMB and the two
constituents of the EBL (cosmic optical background and cosmic infrared background) were produced
using the EBL model by Domínguez et al. [102].

particularly holds for gamma rays with energies above the position of the energy threshold
minimum.

The aforementioned Breit–Wheeler cross section, as a function of the gamma-ray energy,
is shown in Figure 2. In the Lorentz invariant scenario, it is represented with a black dashed
line. Once the reaction energy threshold is reached, the cross section rises quickly. At the
gamma-ray energy roughly twice the threshold energy [117], the Lorentz invariant cross
section reaches its maximal value of '1.70 ⇥ 10�25 cm2 [118]. Afterwards, as the gamma-
ray energy increases, the cross section drops and asymptotically approaches zero. In the
superluminal scenario, the energy reaction threshold is lower than in the Lorentz invariant
scenario. Moreover, lower EQG,1 results in lower reaction threshold. The cross section shape
remains the same as in the Lorentz invariant scenario, although, it becomes narrower as
EQG,1 decreases and reaches its maximum at lower gamma-ray energies. A somewhat more
interesting development of the Breit–Wheeler cross section occurs in a subluminal LIV scenario.
There are three distinct cases: (i) As we saw in Figure 1, for EQG,1 low enough, the reaction
energy threshold will never be reached. Consequently, the cross section will be zero for all
gamma-ray energies (red full line in the bottom panel of Figure 2). (ii) For higher values of
EQG,1, the horizontal line will be crossed twice. Hence, there will be a lower and an upper
reaction energy thresholds, and the reaction will be possible for gamma-ray energies between
these thresholds. For relatively low EQG,1, this interval will be narrow, and the cross section
will never reach its maximum possible value of '1.70 ⇥ 10�25 cm2 (green and violet full lines
in the bottom panel of Figure 2). (iii) For even higher values of EQG,1, the gamma-ray energy
interval between the reaction energy thresholds will be wide enough for the cross section
to reach its maximum possible value. Moreover, the cross section will start to decrease with
increasing gamma-ray energy, roughly following the shape of the Lorentz invariant cross

11

Time delay Vs. Universe transparency

Mrk 501 flare from 2014 by H.E.S.S. (Abdalla+ 2019)

Tomislav Terzić (UniRi) QG and LIV with MAGIC June 2022

Mrk 501 (z = 0.034)

HESS Coll. ApJ 870 (2019) 93

EQG = EPl

Terzić et al. Universe 7 (2021) 345

Lang et al. PRD 99 (2019) 043015

EQG,n=1,subluminal > 2.6 × 1028 eV

EQG,n=1,subluminal > 6.9 × 1028 eV

BSM propagation
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★ Energy dependent photon group velocity:


★ Difference in time of flight of two photons with energies Eh > El


Time-of-flight LIV searches

40
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Effect accumulates over cosmological distances

BSM propagation
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★ GRB090510 detected by Fermi 
GBM and LAT


★ z = 0.903

★ GBM provides T0

★ Largest energy photon E = 31 

GeV detected 0.8 s after T0:

✦ Conservative maximum delay       

𝜏 ≲ 26 s/TeV


★ Limits (95% CL):                                
EQG,n=1 > 1.5×1028 eV                   
EQG,n=2 > 3.0×1019 eV


★ Most constraining limits on 
time-of-flight LIV up to date 

LIV with GRB090510 at HE

41

Abdo et al. Nature 462, (2009) 331

BSM propagation



XLIX IMFP. Benasque, September 8, 2022 J. Rico - Gamma-ray Astronomy

★ Modified dispersion relation 
(superluminal case) allows the decays   
𝛾 → e+e- (n=1) and 𝛾 → 3 𝛾 (n=2)


★ Both reactions lead to hard spectral 
cutoff at high energies


★ No dependence on distance: use 
Galactic sources, not affected by 
increase of threshold for interaction 
with EBL


★ HAWC and LHAASO observations of 
~PeV photons set strong limits to 
cutoff and hence to LIV effects

Superluminal LIV gamma decay

42
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FIG. 3. Comparison of the constraints on the E(1)
LIV and E(2)

LIV de-
rived from LHAASO and other experiments [11, 19, 20, 22, 40]. We
show constraints due to the photon decay (e+e�) and the photon split-
ting (3�) processes for all experiments except for Fermi-LAT which
adopted the time delay method (�t).

as derived from the � ! 3� process. The comparison with the
results obtained from other experiments is shown in Fig. 3.
We show the limits on the decay of photons and the photon
splitting from the HEGRA [20, 40], Tibet [19], and HAWC
[22] observations. The limit from analyzing Fermi-LAT ob-
servations of energy-dependent time delays of GRB photons
is also shown [11]. Our results improve by more than one or-
der of magnitude the previous results, and give by far the most
stringent constraints on the energy scales of the superluminal
LIV.

V. SYSTEMATIC UNCERTAINTIES

There are several systematic uncertainties that a↵ect the
LIV energy scale constraints. In one year’s operation, some
percent of detector units was occasionally switched to the de-
bug mode, and thus the layout of the array varied slightly with
time. Furthermore, uncertainties in the modeling of the atmo-
sphere may a↵ect the simulation results. These e↵ects lead
to the flux and spectral index of the energy spectrum varying
by about 7% and 0.02, respectively. The uncertainties on the

spectral parameters would lead to a 1.5% e↵ect on the E95%
cut

value.
The assumed spectral model also leads to a systematic un-

certainty. We compare results by adopting di↵erent spectral
models, the log-parabolic, power-law and broken power-law
models, and find a ⇠ 5% di↵erence. The combined systematic
uncertainty is estimated to be about 5.2%. These uncertainties
lead to an error on deriving E95%

cut and the corresponding LIV
scales given in Table I.

VI. SUMMARY

Twelve sources above 100 TeV were detected with high
significance by LHAASO-KM2A. Among them, LHAASO
J0534+2202 and LHAASO J2032+4102 are the two sources
with the highest energy �-like events up to PeV energies. The
ultra-high-energy � events are used to constrain the LIV ef-
fect, which is predicted to give hard cuto↵ to the energy spec-
tra of �-ray sources due to the MDR-induced photon decay
or splitting. To get a precise 95% CL lower limit on Ecut,
pseudo-experiments by MC simulations are carried out and
the CLs method is adopted. The first-order LIV energy-scale
is constrained to be higher than 105Mpl, and the second-order
LIV energy-scale should exceed 10�3Mpl. These results are
the strongest constraints on the superluminal LIV parameters
among experimental results with similar technique.
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Figure 1. Comparison of the best-fit spectra with those
expected were a hard cutoff found at 100 TeV. From top
to bottom at 1 TeV: the spectra for the Crab, J1825-134,
J1907+063, and J2019+368. The bands represent statistical
uncertainties of the fits.

also serves as an upper limit on observed photon energy,
E� . We perform a fit to the chosen energy spectrum
shape and compare the fit likelihood with that of the fit
of an energy spectrum convolved with a hard cutoff at
energy Ec. The hard cutoff is convolved with both the
HAWC energy resolution and an additional smoothing of
0.1 in log10(E/TeV) width to avoid bin edge effects [51].
The smoothed hard cutoff is therefore wider than the
actual HAWC energy resolution. Because the hard cutoff
model accounts for photons which are mis-reconstructed
with energy higher than Ec, this test is independent of
any assumed spectral shape above Ec. Comparisons of
the best-fit spectra with those expected with a hard cutoff
at 100 TeV are shown in Fig. 1. The source spectra are
discussed in detail in [21].

First, we consider whether sources show an actual pref-
erence for such a hard cutoff. Specifically, we find the
profile likelihood (with spectral fit parameters optimized
for each Ec) as a function of Ec and consider the sta-
tistical significance of each value of Ec; see [51]. The
statistical test is to calculate the log-likelihood ratio (de-
tails in [51]) of the fit with no cutoff and the fit including
such a cutoff,

D = 2 ln

 
L(Êc)

L(Êc ! 1)

!
. (8)

where Êc is the best fit value of Ec, and the null hypoth-
esis is the LI limit Êc ! 1. We calculate the p-value
of observing D or greater (50% of D values are 0 since
upward fluctuations cant́ drive Ec above 1 [52]). The
resulting p-values in the Table I indicate that none of
the sources prefer a cutoff. Details of the binned likeli-
hood and treatment of background and forward folding
for resolution effects are given in [51].

Because our spectra do not indicate a significant pref-

Source p-value Ec(95%) Ec(3�)

eHWC J1825-134 1.000 244 158
eHWC J1907+063 0.990 218 162
eHWC J0534+220 (Crab) 1.000 152 104
eHWC J2019+368 0.828 120 88

Table I. HAWC sources and Photon Energy Limits (TeV).

erence for Ec < 1, we proceed to set a lower limit on
Ec, which would occur in LIV photon decay signatures.
We consider here two confidence levels (CL): 95% and
99.73% (“3�”). The corresponding values of 2 � lnL (us-
ing Wilks’ theorem) for the intervals are 2.71, and 7.74.
These limits are intrinsically one-sided, as we lose sta-
tistical power to identify a finite Ec for large values of
Ec. The results shown in Table I indicate that we have
evidence for greater than 100 TeV emission at >95% CL
from all four sources and 3� evidence from three of them.
More statistical detail can be found in [51].

The 95% CL limits are reinterpreted as limits on E� .
Then Eqs. (4), (5), and (7) directly lead to lower limits
to E(1)

LIV and E(2)
LIV, while we derive upper limits on ↵0

from Eq. (3), when n = 0. Because a hard photon decay
cutoff due to LIV would be at the same energy for any
source, we also combined the likelihood profiles of all four
sources and found an Ec limit of 285 TeV, some 11%
higher than the limit from eHWC J1825-134 alone [51].
In this way, HAWC can exclude the LIV energy scale of
the new physics, E(1)

LIV, to greater than 1031eV, over 1800
times the Planck energy scale (EPl ⇡ 1.22⇥1028 eV), and
more constraining than the best previous values [12, 29].
We calculate limits on E(2)

LIV from photon splitting only
for individual sources, because the limit depends on the
source distance to the observer [53]. These limits are
more powerful than the E(2)

LIV limits from photon decay
and more constraining than previous values [19, 20].

We present the HAWC 95% CL LIV limits in Table II.
For comparison, Fig. 2 shows previous strong limits on
photon decay using VHE photons from HEGRA [12, 29],
CANGAROO [17], and HESS [15]. We also show lim-
its due to LIV energy-dependent time delay searches
with the Fermi-LAT [18], and limits due to photon split-
ting [19, 20]. For a more comprehensive list of these limits
and those presented in this work including corresponding
values of ↵n, see the Supplemental Material [51].

We derived the limits above for the LIV coefficients
within the general MDR framework, although related
limits can also be evaluated in the framework of the
Standard Model Extension (SME) [11, 54]. The SME
provides a general field-theoretic framework that consid-
ers all observer-scalar operators, which are products of
the SM and LIV coefficients. The SME coefficients are
in general nonisotropic tensors, but their isotropic parts
can be written in terms of the corresponding MDR coef-

HAWC Coll. PRL 124 (2020) 131101

Cao et al, PRL 128 (2022) 051102
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★ Characteristic spectral features:

✦ Separation from background

✦ Can measure basic physical 

properties: mass, cross-section / 
lifetime


★ Gamma-rays or neutrinos do not 
suffer from propagation effects:

✦ Exploit spatial features known from 

simulations

✦ Can determine DM abundance and 

distribution in the Universe   

WIMP searches

43

Hadronization, 
decay, radiation

Final states

γ, e±, p±, ν,…

★ Indirect searches: looking for 
spectral and spatial signatures of 
dark matter in the extra-terrestrial 
fluxes of stable SM particles 

★ HE Messangers: 
✦ Gamma-rays 
✦ Neutrinos 
✦ Electron/positrons 
✦ Antiprotons, Antideuterium, Anti-

nuclei

𝜒

𝜒 SM

SM

_

Primary 
channels:

bb, W-W+, 

ZZ, 𝜏 -𝜏 +,…

BSM
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Posible DM gamma-ray sources
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antiprotons or positrons, as well as sensitive limits on heavier
antinuclei, are explored for contributions potentially originating
from the annihilation and decay of dark matter particles into pairs
of Standard Model particles, subsequently decaying or hadronizing
into particles that blend with the cosmic rays from astrophysical
sources. The major background in these measurements is no
longer the misidentification probability to cosmic-ray particles and
heavier nuclei or event statistics, but the distance-, time- and
energy dependence of cosmic-ray sources and the propagation
leaving an imprint on their relative intensities in a complex way.
The excess flux against that predicted from standard scenarios
for the origin and transport of galactic cosmic rays could either
be interpreted as the imprint from one (or more) sources that
supply electrons and positrons to the interstellar medium21–24, or
from dark matter annihilation in the TeV range. Inadequacies in
the modelling of cosmic-ray transport seem to prevent solving
this dichotomy for now. Also the antiproton spectrum is studied
for deviations from the pure secondary production in cosmic-ray
interactions. In the light of the recent AlphaMagnetic Spectrometer
(AMS) data, the situation is even more ambiguous, as recent
refinements of the primary cosmic-ray spectra and cross-sections
for the calculation of secondary particle production already ease the
apparent tension with conventional scenarios25. Other antinuclei,
for example, antideuterium, antihelium and so on, have never been
detected. These observationsmight, however, become very powerful
probes for dark matter searches as the ambiguity regarding the
astrophysical backgrounds is mostly absent. Still, the experimental
limits are orders above even the most optimistic predictions.

Charged cosmic rays at sub-TeV energies are assumed to be
isotropized in their arrival direction when they reach the Earth,
with the potential exception of electrons and positrons which could
be indicating the presence of a nearby source. Anisotropies in
the cosmic-ray flux measured on Earth can be investigated for
consistency with proposed dark matter scenarios—for example, the
observed arrival directions of high-energy electrons and positrons
can be compared to those from alternative astrophysical source
scenarios. When comparing the cosmic-ray anisotropy signatures26
or the rising positron fraction with gamma-ray observations27,
strong constraints on the dark-matter-related interpretations can be
obtained. The interpretation of the intriguing TeV-scale hadronic
cosmic-ray anisotropy28–31 in terms of annihilating dark matter is
considered to be problematic (see ref. 32 for a recent review).

To dissect the cosmic-ray measurements regarding their relation
to either conventional or dark matter-induced astrophysical pro-
cesses we require a better understanding of the cosmic-ray trans-
port in our Galaxy, either by accessing more realistic propagation
scenarios, invoking improved models for radiation fields or refined
matter distributions in our Galaxy, and more complete as well as
more precisely measured cross-sections for kinematic interactions
of cosmic rays.

The most frequently applied indirect dark matter search tech-
nique relies on a given set of high-level observational data (for
example, gamma-ray skymaps) which are then reanalysed by
adding dark-matter-specific spatial distribution templates. The
LargeArea Telescope aboard the FermiGamma-ray Space Telescope
(Fermi-LAT)33 is at present the prime instrument delivering input34
for signal decomposition techniques, thanks to its large field of view,
multi-year exposure, and broad dynamic regime in the gamma-
rays. Likewise, residual emission features from a given gamma-
ray analysis might be further studied, for example, by comparison
with model-predicted dark matter annihilation or decay signatures.
Improvements in the template decomposition techniques are
often accomplished through iterative procedures where a suitable
statistical estimator is used to quantify the improvements in the
results. The most commonly practised approach involves a pixel-
wise Poisson likelihood (see also next section).

GC halo

dSph

Galaxy clusters

Galactic di!use

Extragalactic
di!use

Galactic Centre

Figure 2 | Targets for indirect dark matter searches in the gamma-ray sky.
The central Fermi-LAT skymap indicates the celestial distribution of
high-energy photons. Symbolizing one or more specific characteristics of a
respective search location, the most popular targets are emphasized in
auxiliary pictures and discussed in the text. By GC we denote the Galactic
Centre and by dSph dwarf spheroidal galaxy. Image credit:
NASA/ESA/Q.D. Wang (University of Massachusetts, Amherst) (Galactic
Centre); ref. 98, APS (GC halo); ESO/Digitized Sky Survey 2 (dSph);
NASA/DOE/Fermi LAT Collaboration (galactic di!use, extragalactic
di!use and main image); NASA/ESA/STScI (galaxy clusters).

Apart from the gain in instrumental sensitivity, which is usually
accomplished by increasing the exposure or improvements in the
event reconstruction—that is, the mapping between the electrical
signals in the detector and the physical properties, as well as the
classification of the events into certain particle types or interaction
categories—the application of dedicated statistical techniques has
led to significant improvements in sensitivity. In particular, Fermi-
LAT has implemented a multi-dimensional likelihood analysis
which paved the way for the optimal target combination and
statistically more accurate treatment of nuisance parameters—
for example, the dark matter density estimate by means of the
profile likelihood. In this frequentist technique, the observables’
dependence on ancillary (nuisance) parameters is modelled and
the parameter estimates are obtained by maximizing the likelihood
with respect to them. The profile likelihood has been known in the
high-energy physics community for at least thirty years, but gained
popularity with the advent of the Large Hadron Collider (LHC)
in the past decade35–37. Its application to Fermi-LAT observations
of dwarf galaxies lead to the first exclusion of thermally produced
WIMPs (for masses below 30 GeV) as being the dominant part of
dark matter38. The multi-dimensional likelihood approach has then
also found its way to searches performed by imaging atmospheric
Cherenkov telescopes. The recent very competitive constraints
obtained by the HESS collaboration39 exemplify the power of
this approach. It is worth mentioning that similar techniques
are also applied in direct searches for WIMPs (see ref. 40 for a
recent review).
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★ In Fermi-LAT: removing contributions from 
known sources and diffuse emission, 
residuals between 0.3 and 30 GeV have 
some of the DM properties (radial profile, 
spectrum)


★ Interpretation as annihilation of DM particles 
with mDM ~ few 10 GeV with close to relic 
cross-section

GeV Galactic Center excess 

45

14

FIG. 11: The total observed gamma ray spectrum in various ranges of the angular distance from the Galactic Center, compared
to the bulge (dotted) and disk (dashed) components of our background model (the solid line denotes the sum of the bulge and
disk components). Outside of 1.25� from the Galactic Center, this model describes the data very well. Closer to the Galactic
Center, however, the spectral shape of the observed emission is significantly di↵erent, peaking at 1-5 GeV. See text for further
details.

14

FIG. 15: The quality of the fit (�2, over 25-1 degrees-of-freedom) for various annihilating dark matter models to the spectrum
of the anomalous gamma-ray emission from the Inner Galaxy (as shown in the left frame of Fig. 6) as a function of mass,
and marginalized over the value of the annihilation cross section. In the left frame, we show results for dark matter particles
which annihilate uniquely to bb̄, cc̄, ss̄, light quarks (uū and/or dd̄), or ⌧+⌧�. In the right frame, we consider models in which
the dark matter annihilates to a combination of channels, with cross sections proportional to the square of the mass of the
final state particles, the square of the charge of the final state particles, democratically to all kinematically accessible Standard
Model fermions, or 80% to ⌧+⌧� and 20% to bb̄. The best fits are found for dark matter particles with masses in the range of
⇠20-60 GeV and which annihilate mostly to quarks.

FIG. 16: The range of the dark matter mass and annihilation cross section required to fit the gamma-ray spectrum observed
from the Inner Galaxy, for a variety of annihilation channels or combination of channels (see Fig. 15). We show results for our
standard ROI (black) and as fit over the full sky (blue). The observed gamma-ray spectrum is generally best fit by dark matter
particles with a mass of ⇠20-50 GeV and that annihilate to quarks with a cross section of �v ⇠ 10�26 cm3/s. Note that the
cross-section for each model is computed for the best-fit slope � in that ROI and the assumed dark matter densities at 5� from
the Galactic Center (where the signal is normalized) are di↵erent for di↵erent values of �. This is responsible for roughly half
of the variation between the best-fit cross-sections. Figures 19 and 20 show the impact of changing the ROI when holding the
assumed DM density profile constant.

VII. IMPLICATIONS FOR DARK MATTER

In this section, we use the results of the previous sec-
tions to constrain the characteristics of the dark matter
particle species potentially responsible for the observed
gamma-ray excess. We begin by fitting various dark mat-

ter models to the spectrum of the gamma-ray excess as
found in our Inner Galaxy analysis (as shown in the left
frame of Fig. 6). In Fig. 15, we plot the quality of this
fit (�2) as a function of the WIMP mass, for a number
of dark matter annihilation channels (or combination of
channels), marginalized over the value of the annihila-

★ Favored astrophysical interpretation: 
unresolved population of millisecond pulsars:

14

FIG. 11: The total observed gamma ray spectrum in various ranges of the angular distance from the Galactic Center, compared
to the bulge (dotted) and disk (dashed) components of our background model (the solid line denotes the sum of the bulge and
disk components). Outside of 1.25� from the Galactic Center, this model describes the data very well. Closer to the Galactic
Center, however, the spectral shape of the observed emission is significantly di↵erent, peaking at 1-5 GeV. See text for further
details.

Daylan et al. Phys. Dark. Univ. 12 (2016) 1

Gautam et al. Nat. Astron. 6 (2022) 703

Hooper et al. PLB 697 (2011) 412
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★ Galactic Center (halo) observed by HESS for 546h!

★ Most intense DM annihilation expected signal as seen from Earth

★ Most constraining limits of cross sections, below thermal relic cross section 

for leptonic channels

★ Caveat: assuming a cored density profile limit is O(2-3) times worse 

Galactic Center at Very High Energy

46

4

FIG. 1. Constraints on the velocity-weighted annihilation cross section h�vi for the W+W� (left panel) and ⌧+⌧� (right
panel) channels derived from the H.E.S.S. observations taken from 2014 to 2020. The constraints are expressed as 95% C. L.
upper limits including the systematic uncertainty on h�vi as a function of the DM mass mDM. The observed limit is shown
as black solid line. The mean expected limit (black dashed line) together with the 68% (green band) and 95% (yellow band)
C.L. statistical containment bands are shown. The mean expected upper limit without systematic uncertainty is also shown
(red dashed line). The horizontal grey long-dashed line is set to the value of the natural scale expected for the thermal-relic
WIMPs. The constraints obtained in the bb̄, tt̄, ZZ, hh, µ+µ� and e+e� channels are given in Fig. 3 of Ref. [15].
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NON,ij and NOFF,ij are the number of measured events in
the ON and OFF regions, respectively, in the spectral bin
i and in the spatial bin j. NB

ij
is the expected number of

background events in the (i, j) bin for the ON and OFF
regions. NS

ij
and NS

0

ij
are the total number of DM events

in the (i, j) bin for the ON and OFF regions, respectively.
It is obtained by folding the expected DM flux given in
Eq.(1) with the energy-dependent acceptance and energy
resolution. The gamma-ray yield dNf

�
/dE� in the chan-

nel f is computed with the Monte Carlo event collision
generator PYTHIAv8.135, including final state radiative
corrections [27]. The J-factor values of each ROI are re-
ported in Tab. III of Ref. [15]. NS

ij
+NB

ij
is the total num-

ber of events in the spatial bin j and spectral bin i. The
systematic uncertainty can be accounted for in the like-
lihood function as a Gaussian nuisance parameter where
�ij acts as a normalisation factor and ��ij

is the width of

1
Estimates of the local DM density show an uncertainty of about

a factor of 2 [18].

the Gaussian function (see, for instance, Refs. [28–30]).
�ij is found by maximizing the likelihood function such
that dLij/d�ij ⌘ 0. A value of 1% for ��ij

is used [15].
In case of no significant excess in the ROIs, con-

straints on h�vi are obtained from the log-likelihood ra-
tio TS described in Ref. [31] assuming a positive signal
h�vi > 0 [15]. We used the high statistics limit in which
the TS follows a �2 distribution with one degree of free-
dom. Values of h�vi for which TS is higher than 2.71 are
excluded at the 95% confidence level (C.L.).

RESULTS

We find no significant excess in any of the ON regions
with respect to the OFF regions. An analysis crosscheck
performed using independent event calibration and re-
construction [32] corroborates the absence of significant
excess. Hence, we derive 95% C.L. upper limits on h�vi.
We explore the self-annihilation of WIMPs with masses
from 200 GeV up to 70 TeV, into the quark (bb̄, tt̄), gauge
bosons (W+W�, ZZ), lepton (e+e�, µ+µ�, ⌧+⌧�) and

HESS Coll. PRL (2022) in press
BSM



XLIX IMFP. Benasque, September 8, 2022 J. Rico - Gamma-ray Astronomy

★ Low luminosity galaxies orbiting 
the Milky Way


★ Kinematics dominated by DM: 
M/L ~ O(1000) M⊙/L⊙


★ Moderate expected intensities, 
with relatively low uncertainties

Observations of dSphs

47

22 of 27

larger than θmax, where the DM halo is assumed to end. We
impose this physically motivated constraint on the J- and
D-factor uncertainty calculations, resulting in a one-side
uncertainty. For the combined limit uncertainties, we use the
uncertainties corresponding to Segue 1 (42% for annihilation

cross-section limits and 38% for decay lifetime limits) since it
is one of the strongest sources that is driving the limits.
Though it would have been better to calculate and use these
uncertainties for Triangulum II, the required information is
not yet available.

Figure 4. 95% confidence level upper limits on the DM annihilation cross-section for the five DM annihilation channels considered in this analysis and their
comparison of the DM annihilation cross-section limits of HAWC to other experimental results for the ¯bb, ¯tt , t t+ -, m m+ - and + -W W annihilation channels. The
HAWC 507 day limits from data are shown by the black solid line. The dashed black line shows the combined limit using 14 dSphs, excluding Triangulum II. Fermi-
LAT combined dSph limits (Ackermann et al. 2014), VERITAS Segue 1 limits (Archambault et al. 2017), HESS combined dSph limits (Abramowski et al. 2014), and
MAGIC Segue 1 limits (Ahnen et al. 2016) are shown for comparison. The same color scheme is used for all the experiment comparison plots.
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Figure 6. The 95% confidence level upper limits to the annihilation cross-section of dark matter particles
annihilating into bb̄ (left) and t+t� (right) pairs, from HAWC observations of dSphs (black solid line).
Results from other gamma-ray instruments are also shown (see legend for details), as well as the median
and 65% and 95% symmetric quantiles of the distribution of limits obtained under the null hypothesis.
Figure reproduced with permission from reference [49], ©AAS.

Off/On exposure ratio factor of t = 30–300 [70], and the related statistic uncertainties (included in the case
of Cherenkov telescopes by the second Poisson term in Equation (22)), can therefore be safely neglected.
However, the effect of the systematic uncertainty associated to this method is not quantified or taken into
account in the analysis. In addition, similarly to the case of VERITAS, HAWC does also not include in
the maximum likelihood analysis the statistical uncertainty in the J-factor, i.e., they ignore the LJ term
in Equation (13). They do quantify the impact on the limits caused by the consideration of the dSphs as
point-like sources and by several detector effects not perfectly under control in the Monte Carlo simulations
used for calibrating the detector.

HAWC has not found gamma-rays associated to dark matter annihilation or decay from the examined
dSphs, considered either individually or collectively. The significance of rejection of the null hypothesis
for all considered targets, channels (bb̄, tt̄, t+t�, W+W� and µ+µ�), and mc values (between 1 and 100
TeV) is within 2s, except for few marginally larger negative fluctuations. Figure 6 shows the limits to the
annihilation cross section obtained by HAWC for the bb̄ and t+t� annihilation channels, compared to
limits obtained by other gamma-ray instruments. Limits reach hsviUL95 ⇠ 10�23 cm3 s�1 at mc ⇠ 3 TeV
for bb̄, and hsviUL95 ⇠ 2 ⇥ 10�24 cm3 s�1 at ⇠1 TeV for t+t� annihilation channels, respectively. For
decay, lower limits to the decay lifetime were set to tLL95

c ⇠ 3 ⇥ 1026 s for the 100 TeV mass dark matter
particle decaying into bb̄ pairs or tLL95

c ⇠ 1027 s for decaying into t+t� pairs.

5.4. Multi-Instrument Searches

Following Equations (13) and (14), MAGIC and Fermi-LAT have computed a multi-target,
multi-instrument, joint likelihood, producing the first coherent joint search for gamma-ray signals from
annihilation of dark matter particles in the mass range between 10 GeV and 100 TeV [22]. The data
used in this work correspond to the Fermi-LAT 6-years [21] and the MAGIC Segue 1 [45] observations
discussed earlier in Sections 5.1 and 5.2.2, respectively. MAGIC analysis was slightly adapted to match
LAT conventions, in the following aspects: (i) The determination of the J-factor; (ii) the treatment of the
statistical uncertainty of J through the LJ term in Equation (13); and (iii) the treatment of the cases in
which the limits lie outside the physical (a � 0) region.

The MAGIC/Fermi-LAT combined search for dark matter did not produced a positive signal, but
it allowed setting global limits to the dark matter annihilation cross section and, for the first time, a
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the bb̄ and τþτ− channels with expectation bands derived
from the analysis of 300 randomly selected sets of blank
fields. Sets of blank fields are generated by choosing
random sky positions with jbj > 30° that are centered at
least 0.5° from 3FGL catalog sources. We additionally
require fields within each set to be separated by at least
7°. Our expected limit bands are evaluated with the 3FGL

source catalog based on four years of PASS7 REPROCESSED

data and account for the influence of new sources present in
the six-year PASS8 data set.
Comparing with the results of Ackermann et al. [13], we

find a factor of 3–5 improvement in the limits for all
channels using six years of PASS8 data and the same sample
of 15 dSphs. The larger data set as well as the gains in the

LAT instrument performance enabled by PASS8 both
contribute to the increased sensitivity of the present
analysis. An additional 30%–40% improvement in the
limit can be attributed to the modified functional form
chosen for the J factor likelihood (3). Statistical fluctua-
tions in the PASS8 data set also play a substantial role.
Because the PASS8 six-year and PASS7 REPROCESSED

four-year event samples have a shared fraction of only
20%–40%, the two analyses are nearly statistically inde-
pendent. For masses below 100 GeV, the upper limits of
Ackermann et al. [13] were near the 95% upper bound of
the expected sensitivity band while the limits in the present
analysis are within 1 standard deviation of the median
expectation value.

FIG. 1 (color). Constraints on the DM annihilation cross section at the 95% CL for the bb̄ (left) and τþτ− (right) channels derived from
a combined analysis of 15 dSphs. Bands for the expected sensitivity are calculated by repeating the same analysis on 300 randomly
selected sets of high-Galactic-latitude blank fields in the LAT data. The dashed line shows the median expected sensitivity while the
bands represent the 68% and 95% quantiles. For each set of random locations, nominal J factors are randomized in accord with their
measurement uncertainties. The solid blue curve shows the limits derived from a previous analysis of four years of PASS7 REPROCESSED

data and the same sample of 15 dSphs [13]. The dashed gray curve in this and subsequent figures corresponds to the thermal relic cross
section from Steigman et al. [5].

FIG. 2 (color). Comparison of constraints on the DM annihilation cross section for the bb̄ (left) and τþτ− (right) channels from this
work with previously published constraints from LAT analysis of the Milky Way halo (3σ limit) [57], 112 hours of observations of the
Galactic center with H.E.S.S. [58], and 157.9 hours of observations of Segue 1 with MAGIC [59]. Pure annihilation channel limits for
the Galactic center H.E.S.S. observations are taken from Abazajian and Harding [60] and assume an Einasto Milky Way density profile
with ρ⊙ ¼ 0.389 GeV cm−3. Closed contours and the marker with error bars show the best-fit cross section and mass from several
interpretations of the Galactic center excess [16–19].

PRL 115, 231301 (2015) P HY S I CA L R EV I EW LE T T ER S
week ending
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Figure 2. The 95% confidence-level upper limits to hsvi for the cc ! bb̄ (left) and cc ! t+t� (right)
annihilation channels derived from 6-year observations of 15 dSphs with Fermi-LAT. The dashed black
line shows the median of the distribution of limits obtained from 300 simulated realizations of the null
hypothesis using LAT observations of high-Galactic-latitude empty fields, whereas green and yellow bands
represent the symmetric 68% and 95% quantiles, respectively. The dashed gray curve corresponds to the
thermal relic cross-section [54]. Reprinted figure with permission from reference [37]; copyright (2014) by
the American Physical Society.

the PDF of the energy estimator and that, therefore, the range of investigated spectral shapes for which we
can establish bounds within a certain precision using this technique is different for different instruments.

No significant gamma-ray signal from dSphs was found in the Fermi-LAT data, either individually in
each dSph (the largest deviation from the null hypothesis is found for Sculptor, with �2 ln lP = 4.3), or in
the combined analysis (�2 ln lP = 1.3). Some of the obtained exclusion limits are shown in Figure 2. This
work represents the most constraining search for WIMP annihilation signals for the dark matter particle
mass range below ⇠1 TeV. As shown in the figure, the limits exclude the thermal relic cross section for
mc < 100 GeV in the case of annihilation into bb̄ or t+t� pairs.

These results were combined with MAGIC observations of Segue 1, into the first coherent search for
dark matter using several gamma-ray instruments [22]. Details about this work are provided below.

In a later work, the Fermi-LAT and the Dark Energy Survey (DES) collaborations also used the data
from 6 years of observations to look for dark matter signals over a sample of 45 stellar systems consistent
with being dSphs [55]. The search was performed shortly after the discovery of 17 of the considered
dSph candidates, for which no reliable estimate of the dark matter content was available at the time.
Because of this, all considered candidates were assumed to be point-like sources, and the J-factors for
the non-confirmed dSphs estimated from a purely empirical scaling relation based on their heliocentric
distance. For four of the examined dSphs, a 2s discrepancy with the null hypothesis was found, which does
not contradict significantly such hypothesis, particularly once the number of investigated sources, channels
and masses is considered. Overall, the strategy of observing a set of not fully confirmed dSphs candidates,
for which no reliable estimate of the J-factor exists yet is justified since a solid positive gamma-ray signal
from any of the observed targets would have been considered a strong experimental evidence of dark
matter annihilation or decay. In absence of such signal, however, the obtained limits are less robust than
those from the 15 confirmed dSphs described above, which remain the reference in the field for the sub-TeV
mass range.

Ackermann et al. PRL 115 (2015) 231301 
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FIG. 9. Annihilation cross section limits for dwarf spherioidal galaxies from this work, HESS [1], MAGIC [4], Fermi-LAT [3],
a combined result of MAGIC and Fermi-LAT [28] as well as previous VERITAS results [6] for the bb̄ (left) and �+�� (right)
channels.
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simple event counting analysis approach. More recently, they analyzed their full datasets and combined
them using advanced analysis techniques [48].

In this latter work, the average gamma-ray spectra ( dNg

dE ) for the investigated dark matter annihilation
channels were taken from the PPPC 4 DM ID computation [47], and the differential J-factors from
Geringer-Sameth et al. (2014) [7]. For the high-level, statistical data analysis, VERITAS used a test
statistic equivalent to the ratio of the following likelihood function [68], namely:

Lg(a | {E0
i , q0

i}i=1,...,NOn) =
NOn

’
i=1

fs+b(E0
i , q0

i) . (27)

This likelihood function is similar to the one used by MAGIC in the Segue 1 analysis (Equation (25)).
They are both unbinned simplified versions of the general likelihood function for Cherenkov telescopes
shown in Equation (22). With respect to the MAGIC Segue 1 likelihood function, in Equation (27) the
external Poisson term for the total number of observed events is omitted, and the event-wise term consists
in the evaluation of the 2-dimensional PDF for the measured energy E0 and the angular separation
q0 between the measured arrival direction and the dSph center. We remind the reader that fs+b =

1
s+b (s fs + b fb). In the 2-dimensional case, assuming that the convolution of the gamma-ray distribution
with the IRF is radially symmetric with respect to the center of the dSph (i.e., the dependence on p̂0 reduces
to a dependence on q0), then fs(E0, q0) is given by:

fs(E0, q0) =
2pq0Tobs

s

Z •

0
dE

Z

DWtot
dW

d2F
dE dW

IRF(E0, p̂0|E, p̂) . (28)

Only events in an On region defined by a maximum distance of q0
cut = 0.17� from the center of the

dSphs are considered, and the dependence of the effective area Aeff on the arrival direction p̂ for events
passing such cut is ignored. The dependence of fb on E0 is modeled by smearing the distribution of E0

measured for events of the background-control (Off) region, whereas the spatial distribution is assumed
to be uniform within the On region. Both b and fb are fixed during the likelihood maximization, i.e., no
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arrival direction present in the signal region, or J. One standard technique to eliminate the nuisance
parameters when making statements about a is using the profile likelihood ratio test:

lP(a |D) =
L(a; ˆ̂n |D)
L(â; n̂ |D)

, (12)

where â and n̂ are the values maximizing L, and ˆ̂n the value that maximizes L for a given a. According to
Wilks’ theorem �2 ln lP(a) is distributed, when a are the true values, as a c2 distribution with number
of degrees of freedom equal to the number of components of a, independent of the value of n. It is
an extended practice in indirect dark matter searches with gamma rays to decrease the n-dimensional
vector a of free parameters to a one-dimensional quantity a, by considering that gamma-ray production
is dominated either by annihilation (a = hsvi, i.e., the velocity-averaged annihilation cross section) or
by decay (a = t�1

c , i.e., the decay rate), and scanning over values of the dark matter particle mass (mc)
and pure annihilation/decay channels (i.e., considering at each iteration 100% branching ratio to one
of the possible SM particle pairs). For each scanned combination, Equation (11) reduces to a likelihood
function of just one purely free (i.e., non-nuisance) parameter. In such a case, for instance, 1-sided 95%
confidence level upper limits to a are taken as aUL95 = a2.71, with a2.71 found by solving the equation
�2 ln lP(a2.71) = 2.71.

The data D can refer to NdSph different dSphs, in which case it is convenient to write the joint
likelihood function as:

L(a; n|D) =
NdSph

’
l=1

Lg(aJl ; µl |Dgl ) · LJ(Jl |D Jl ) , (13)

where we have factorized the joint likelihood into the partial likelihood functions corresponding to each
dwarf, and those subsequently into the parts corresponding to the gamma-ray observations (Lg) and
J-factor measurement (LJ), respectively; Jl is the total J-factor (see Equation (7)) of the l-th considered
dSph, which, as we have made explicit, is a nuisance parameter degenerated with a in Lg; µl represents
the additional nuisance parameters different from Jl affecting the analysis of the l-th dSph; Dgl represents
the gamma-ray data of the l-th dSph, whereas D Jl refers to the data constraining Jl .

For each dSph, we may have Nmeas independent measurements, each performed under different
experimental conditions, by the same or different instruments. That is, we can factorize the Lg term as:

Lg(aJ; µ|Dg) =
Nmeas

’
k=1

Lg,k(aJ; µk|Dg,k) , (14)

where we have omitted the index l referring to the dSph for the sake of clarity, and with µk and Dg,k
representing the nuisance parameters and data, respectively, referred to the k-th measurement.

For each observation of a given dSph under certain experimental conditions, Lg,k often consists of the
product of NE0 ⇥ Np̂0 Poissonian terms (P) for the observed number of gamma-ray candidate events (Nij)
in the i-th bin of reconstructed energy and j-th bin of reconstructed arrival direction, times the likelihood
term for the µ nuisance parameters (Lµ), with NE0 the number of bins of reconstructed energy and Np̂0 the
number of bins of reconstructed arrival direction, i.e.:

Lg,k(aJ; µ|Dg) =
NE0

’
i=1

Np̂0

’
j=1

P
�
sij(aJ; µ) + bij(µ)|Nij

�
· Lµ(µ|Dµ) , (15)

where the indexes l and k referring to the dSph and the measurement have been removed for the sake
of a clear notation. The parameter of the Poissonian term is sij + bij, where sij is the expected number of
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signal events in the i-th bin in energy and the j-th bin in arrival direction, computable using aJ as we will
see below; and bij the corresponding contribution from background processes. Dµ represents the data
used to constrain the values of the nuisance parameters µ. We have made explicit that the uncertainties
associated to µ can in principle affect both the computation of the signal and background contributions.
For instance, uncertainties in the overall energy scale affect the computation of sij, whereas uncertainties
in the background modeling affect the computation of bij. However, uncertainties affecting sij are usually
considered to be largely dominated by the uncertainty in the J-factor and the dependence of sij on µ

therefore ignored. Thus, sij, is given by:

sij(aJ) =
Z

DE0
i

dE0
Z

Dp̂0
j

dW0
Z •

0
dE

Z

DWtot
dW

Z Tobs

0
dt

d2F(aJ)
dE dW

IRF(E0, p̂0|E, p̂, t) , (16)

where E0, p̂0, E and p̂ are the estimated and true energies and arrival directions, respectively; dW0 and dW
infinitesimal solid angles containing p̂0 and p̂, respectively; Tobs the total observation time; t the time along
the observations; and IRF the instrument response function, i.e. IRF(E0, p̂0|E, p̂, t) dE0 dW0 is the effective
collection area of the detector times the probability for a gamma ray with true energy E and direction p̂
to be assigned an estimated energy in the interval [E0, E0 + dE0] and p̂0 in the solid angle dW0 (see more
details below), at the time t during the observations. The integrals over E and p̂ perform the convolution
of the gamma-ray spectrum with the instrumental response, whereas those over E0 and p̂0 compute the
events observed within the i-th energy bin (DE0

i) and the j-th arrival direction bin (Dp̂0
j). It must be noted

that, defining several spatial bins within the source produces relatively minor improvement in sensitivity
to dark matter searches for not significantly extended sources (i.e., those well described by a point-like
source, as it is the case for many dSphs) [20]. For significantly extended sources, on the other hand, using a
too fine spatial binning makes the obtained result more sensitive to the systematic uncertainties in the dark
matter spatial distribution within the dSph halo. Thus, a realistic optimization of Np̂0 based on sensitivity
should balance the gain yielded by the use of more spatial information and the loss caused by the increase
in the systematic uncertainty.

The IRF can be factorized as the product of the detector collection area Aeff (Tobs · Aeff is often referred
to as exposure), times the PDFs for the energy ( fE) and incoming direction ( f p̂) estimators, i.e.:

IRF(E0, p̂0|E, p̂, t) = Aeff(E, p̂, t) · fE(E0|E, t) · f p̂(p̂0|E, p̂, t) , (17)

where, following the common practice, the (small) dependence of fE with p̂ has been neglected. f p̂ is often
referred to as the point spread function (PSF).

Finally, the likelihood for the total J-factor is usually written as:

LJ(J | Jobs, sJ) =
1

ln(10)Jobs
p

2psJ
e�(log10(J)�log10(Jobs))

2/2s2
J ; (18)

with log10 Jobs and sJ the mean and standard deviation of the fit of a log-normal function to the posterior
distribution of the total J-factor [21]. Therefore, including LJ in the joint likelihood is a way to incorporate
the statistical uncertainty of J in the estimation of a. It is worth noting that, because a and J are degenerate,
in order to perform the profile of L with respect to J it is sufficient to compute Lg vs a for a fixed value of J,
which facilitates significantly the computational needs of the profiling operation (see details in footnote 12
of reference [22]). Including Jobs systematic uncertainties is much more complex, since they depend mainly
on our choice of the dark matter halo density profile function (e.g., NFW [23], Einasto [24], etc.), and there
is no obvious way of assigning a PDF to that choice. Because of this, the impact of that uncertainty in
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Figure 2: 95% CL upper limits on the thermally-averaged cross-section for DM particles annihilating into
bb̄ (upper-left), W+W � (upper-right), �+�� (bottom-left) and µ+µ� (bottom-right) pairs. Thick solid lines
show the limits obtained by combining Fermi-LAT observations of 15 dSphs with MAGIC observations of
Segue 1. Dashed lines show the observed individual MAGIC (short dashes) and Fermi-LAT (long dashes)
limits. J-factor statistical uncertainties (Table 1) are considered as described in Section 3.2. The thin-dotted
line, green and yellow bands show, respectively, the median and the symmetrical, two-sided 68% and 95%
containment bands for the distribution of limits under the null hypothesis (see main text for more details).
The red-dashed-dotted line shows the thermal relic cross-section from Ref. [54].

this magnitude would be expected in 5% of the experiments under the null hypothesis and
is therefore compatible with random fluctuations.

As expected, limits in the low and high ends of the considered mass range are dominated
by Fermi -LAT and MAGIC observations, respectively, and the combined limits coincide
with the individual ones. The combination provides a significant improvement in the range
between ⇠1 and ⇠100 TeV (for bb̄ and W+W�) or ⇠0.2 and ⇠2 TeV (for �+�� and µ+µ�),
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Figure 2: 95% CL upper limits on the thermally-averaged cross-section for DM particles annihilating into
bb̄ (upper-left), W+W � (upper-right), �+�� (bottom-left) and µ+µ� (bottom-right) pairs. Thick solid lines
show the limits obtained by combining Fermi-LAT observations of 15 dSphs with MAGIC observations of
Segue 1. Dashed lines show the observed individual MAGIC (short dashes) and Fermi-LAT (long dashes)
limits. J-factor statistical uncertainties (Table 1) are considered as described in Section 3.2. The thin-dotted
line, green and yellow bands show, respectively, the median and the symmetrical, two-sided 68% and 95%
containment bands for the distribution of limits under the null hypothesis (see main text for more details).
The red-dashed-dotted line shows the thermal relic cross-section from Ref. [54].

this magnitude would be expected in 5% of the experiments under the null hypothesis and
is therefore compatible with random fluctuations.

As expected, limits in the low and high ends of the considered mass range are dominated
by Fermi -LAT and MAGIC observations, respectively, and the combined limits coincide
with the individual ones. The combination provides a significant improvement in the range
between ⇠1 and ⇠100 TeV (for bb̄ and W+W�) or ⇠0.2 and ⇠2 TeV (for �+�� and µ+µ�),
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Figure 7. The 95% confidence level upper limits to the cross-section for dark matter particles annihilating
into bb̄ (left) and t+t� (right) pairs. Thick solid lines show the limits obtained by combining Fermi-LAT
observations of 15 dSphs with MAGIC observations of Segue 1. Dashed lines show the limit obtained
individually by MAGIC (short dashes) and Fermi-LAT (long dashes), respectively. The thin-dotted line,
green and yellow bands show, respectively, the median and the two-sided 68% and 95% symmetric quantiles
for the distribution of limits under the null hypothesis. Reprinted figure with permission from reference [22],
©IOP Publishing Ltd and Sissa Medialab; reproduced by permission of IOP Publishing; all rights reserved.

meaningful comparison of the individual results obtained with the two instruments. Figure 7 shows the
95% confidence level limits to the cross-section of dark matter particles of mass in the range between
10 GeV and 100 TeV annihilating into bb̄ and t+t� pairs. The obtained limits are the currently most
constraining results from dSphs, and span the widest interval of masses, covering the whole WIMP range.
In the regions of mass where Fermi-LAT and MAGIC achieve comparable sensitivities, the improvement
of the combined result with respect to those from individual instruments reaches a factor ⇠ 2.

This approach is applicable to all the high-energy gamma-ray instruments (and also to high energy
neutrino telescopes, with slight modifications in Equation (16) to account for the oscillations). The so-called
Glory Duck working group has initiated an activity aimed at the combination of all dark matter searches
performed with Fermi-LAT, H.E.S.S, MAGIC, VERITAS and HAWC using observations of dSphs [71]. Each
collaboration will analyze their own datasets and will provide the likelihood values as a function of the free
parameter a (i.e., the terms Lg,k in Equation (14)) for the different considered annihilation channels and
mc values, for their combination and J-factor profiling through Equation (13). Likelihood values from the
different instruments will be computed using the same conventions for the computation of the gamma-ray
spectra and the J-factors, as well as the same statistical treatment of the data, most notably a common
consideration of all relevant uncertainties by the inclusion of the corresponding nuisance parameters in
the likelihood functions. While in principle foreseen only for the combination of gamma-ray data in the
search of annihilation signals, this work could pave the path for other combined searches, such as searches
for decay signals, the inclusion of other kinds of targets or even extending the searches to include also
results from neutrino telescopes. This approach will ensure that all the combined individual results will be
directly comparable among them, and will produce the legacy result of the dark matter searches using the
current generation of gamma-ray instruments.

Fermi-LAT+MAGIC: Ahnen et al. JCAP 1602 (2016) 39 

A PREPRINT - MAY 3, 2022

 [GeV]DMm
10 210 310 410 510

/s
]

3
 [
cm

U
L

 v
>

σ
9
5
%

 <

30−10

29−10

28−10

27−10

26−10

25−10

24−10

23−10

22−10

21−10

20−10

Combined limit (��) Fermi-LAT limit
 median0H HAWC limit
 68% containment0H H.E.S.S. limit
 95% containment0H MAGIC limit

Thermal relic cross section VERITAS limit

-
W

+
W

 [GeV]DMm
10 210 310 410 510

/s
]

3
 [
cm

U
L

 v
>

σ
9
5
%

 <

30−10

29−10

28−10

27−10

26−10

25−10

24−10

23−10

22−10

21−10

20−10

Combined limit (��) Fermi-LAT limit
 median0H HAWC limit
 68% containment0H H.E.S.S. limit
 95% containment0H MAGIC limit

Thermal relic cross section VERITAS limit

ZZ

 [GeV]DMm
10 210 310 410 510

/s
]

3
 [
cm

U
L

 v
>

σ
9
5
%

 <

30−10

29−10

28−10

27−10

26−10

25−10

24−10

23−10

22−10

21−10

20−10

Combined limit (��) Fermi-LAT limit
 median0H HAWC limit
 68% containment0H H.E.S.S. limit
 95% containment0H MAGIC limit

Thermal relic cross section VERITAS limit

bb

 [GeV]DMm
10 210 310 410 510

/s
]

3
 [
cm

U
L

 v
>

σ
9
5
%

 <

30−10

29−10

28−10

27−10

26−10

25−10

24−10

23−10

22−10

21−10

20−10

Combined limit (��) Fermi-LAT limit
 median0H HAWC limit
 68% containment0H H.E.S.S. limit
 95% containment0H MAGIC limit

Thermal relic cross section VERITAS limit

tt

 [GeV]DMm
10 210 310 410 510

/s
]

3
 [
cm

U
L

 v
>

σ
9
5
%

 <

30−10

29−10

28−10

27−10

26−10

25−10

24−10

23−10

22−10

21−10

20−10

Combined limit (��) Fermi-LAT limit
 median0H HAWC limit
 68% containment0H H.E.S.S. limit
 95% containment0H MAGIC limit

Thermal relic cross section VERITAS limit

-
e

+
e

 [GeV]DMm
10 210 310 410 510

/s
]

3
 [
cm

U
L

 v
>

σ
9
5
%

 <

30−10

29−10

28−10

27−10

26−10

25−10

24−10

23−10

22−10

21−10

20−10

Combined limit (��) Fermi-LAT limit
 median0H HAWC limit
 68% containment0H H.E.S.S. limit
 95% containment0H MAGIC limit

Thermal relic cross section VERITAS limit

-µ+µ

 [GeV]DMm
10 210 310 410 510

/s
]

3
 [
cm

U
L

 v
>

σ
9
5
%

 <

30−10

29−10

28−10

27−10

26−10

25−10

24−10

23−10

22−10

21−10

20−10

Combined limit (��) Fermi-LAT limit
 median0H HAWC limit
 68% containment0H H.E.S.S. limit
 95% containment0H MAGIC limit

Thermal relic cross section VERITAS limit

-τ+τ

Figure 2: Upper limits at 95% confidence level on h�vi as a function of the DM mass for seven annihilation channels,
using the set of J factors from [49] (GS set in Tab. 2). The black solid line represents the observed combined limit, the
blue dashed line is the median of the null hypothesis (H0) corresponding to the expected limit, while the green and
yellow bands show the 68% and 95% containment bands. Combined upper limits for each individual detector are also
indicated. The value of the thermal relic cross section as a function of the DM mass is given as the gray dotted-dashed
line [58]. 11
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Fermi-LAT+HAWC+HESS+MAGIC+VERITAS in prep.
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★ Proposed to M7 ESA call (launch 
2037)


★ Cover the “MeV gap”

★ Improved angular resolution 

thanks to measurement of 
Compton electron track

ASTROGAM
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4 The Scientific Instrument

4.1 Measurement principle and payload overview

Interactions of photons with matter in the ASTROGAM energy range is dominated by Compton
scattering from 100 keV up to about 15 MeV in silicon, and by electron-positron pair production in
the field of a target nucleus at higher energies. ASTROGAM maximises its e�ciency for imaging and
spectroscopy of energetic � rays by using both processes. Figure 13 shows representative topologies for
Compton and pair events.

For Compton events, point interactions of the �-ray in the Tracker and Calorimeter produce
spatially resolved energy deposits, which have to be reconstructed in sequence using the redundant
kinematic information from multiple interactions. Once the sequence is established, two sets of
information are used for imaging: the total energy and the energy deposit in the first interaction
measure the first Compton scatter angle. The combination with the direction of the scattered photon
from the vertices of the first and second interactions generates a ring on the sky containing the
source direction. Multiple photons from the same source enable a full deconvolution of the image,
using probabilistic techniques. For energetic Compton scatters (above ⇠1 MeV), measurement of the
track of the scattered electron becomes possible, resulting in a reduction of the event ring to an arc,
hence further improving event reconstruction. Compton scattering angles depend on polarisation of
the incoming photon, hence careful statistical analysis of the photons for a strong (e.g., transient)
source yields a measurement of the degree of polarisation of its high-energy emission (e.g. [23]).

Figure 13: Representative topologies for a Compton event and
a pair event. Photon tracks are shown in dashed, pale blue
lines, and electron and/or positron tracks in solid, red lines.

Pair events produce two main tracks
from the created electron and positron.
Tracking of the initial opening angle
and of the plane spanned by the elec-
tron and positron tracks enables direct
back-projection of the source position.
Multiple scattering of the pair in the
tracker material (or any intervening pas-
sive materials) leads to broadening of
the tracks and limits the angular res-
olution. The nuclear recoil taking up
an unmeasured momentum results in
an additional small uncertainty. The
energy of the � ray is measured us-
ing the Calorimeter and information
on the electron and positron multiple
scattering in the Tracker. Polarisa-
tion information in the pair domain is
given by the azimuthal orientation of
the electron-positron plane.

The ASTROGAM payload is shown in Figure 14. It consists of three main detectors:
• A silicon Tracker in which the cosmic � rays undergo a first Compton scattering or a pair

conversion; it is based on the technology of double sided Si strip detectors to measure the energy
and the 3D position of each interaction with an excellent energy and spatial resolution;

• A 3D-imaging Calorimeter to absorb and measure the energy of the secondary particles; it is
made of an array of small scintillation crystals read out by silicon drift photodetectors (in the
baseline design) to achieve the required energy resolution (about 5% at 662 keV);

• An Anticoincidence (AC) system to veto the prompt-reaction background induced by solar
or cosmic-ray particles (as opposed to the delayed background due to the satellite material
activation); it is designed with plastic scintillator tiles covering the instrument to detect charged
relativistic particles with an e�ciency exceeding 99.99%.

The payload is completed by a Payload Data Handling Unit (PDHU) and a Power Supply Unit
(PSU) located inside the satellite platform together with the payload back-end electronics (BEE). The
PDHU is in charge of the payload internal control, the scientific data processing, the operative mode
management, the on-board time management, and the telemetry and telecommand management. The

18

1 Executive summary

ASTROGAM is a breakthrough mission concept for the study of the non-thermal Universe from space
with � rays in the energy range from 100 keV to 3 GeV. It is based on an advanced space-proven detector
technology, which will achieve unprecedented sensitivity, angular and energy resolution combined with
polarimetric capability. Since the MeV �-ray energy range is the most under-explored electromagnetic
window to the Universe, a mission in this energy range can address fundamental astrophysics questions
connected to the physics of compact objects and merger events, jets and their environments, constrain
the nature of dark matter and many more. ASTROGAM provides in addition unique continuation of
sensitivity into the GeV energy range and to transients, see Fig. 1, and will detect and follow-up many
of the key sources of multi-messenger astronomy, utilising the large number of astronomical facilities
that will be available in the 2030s such as LISA, the next generation of gravitational wave observatories,
IceCube-Gen2, KM3NeT, SKA, ALMA, Roman Space Telescope, Vera Rubin Observatory, ELT, and
CTA. ASTROGAM key science topics that will result in scientific breakthroughs are the following:
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Figure 1: Point-source continuum sensitivities (3�) of X- and �-ray instruments for an extra-galactic
field. The left panel shows the continuum sensitivities for survey science, either for the nominal mission
lifetime (ASTROGAM and COSI) or for the as-flown mission. Lifetimes are indicated for each mission.
The right panel shows the continuum sensitivity for 30 d long observation of a sky field. The sensitivities
take into account observational e�ciencies due to orbit gaps, slews, or bright moon times, as well as
sensitivity limits due to systematic uncertainties. E↵ective exposure times can therefore be significantly
smaller than the time intervals shown.

• The extreme Universe in the era of multi-messenger astronomy

The association of a flaring �-ray blazar with a high-energy neutrino and the identification of a
neutron star merger with a short �-ray burst in the past years demonstrated that all-wavelength
sky coverage with large field of view multi-purpose telescopes is essential for multi-messenger
real-time astronomy. ASTROGAM is ideally suited to provide key insights into the most energetic
cosmic transient events. Electromagnetic follow-up with ASTROGAM and ground based facilities
together with neutrino telescopes will reveal the acceleration sites of the highest energy cosmic-ray
nuclei in the Universe. Together with gravitational wave observatories, it will uniquely probe the
high-energy emission of compact mergers resulting in gamma-ray bursts (s).

• Cosmic accelerators from the Galaxy to the Cosmic Dawn

Observations of relativistic jets, outflows, and shocks both in and outside our galaxy in the
X-ray and GeV-TeV energy ranges have shown that the MeV-GeV band is of key importance.
ASTROGAM will provide unique information about (1) radiation processes in pulsars, pulsar
wind nebulae, supernova remnants, and Active Galactic Nuclei (AGN), (2) composition (hadronic
or leptonic) of outflows and black hole jets with its polarimetric capabilities, (3) the role of the
magnetic field in powering ultrarelativistic GRB jets through time resolved polarimetry and
spectroscopy. ASTROGAM will probe the formation and evolution of supermassive black holes
at or before the era of the Cosmic Dawn (z . 6), and probe the impact of the AGN jets and
their ionising non-thermal radiation on the environments. How supermassive black holes formed

1

total payload mass and power budget (including maturity margins) are 441 kg and 600 W, respectively
(see Tables 5 and 6).

Calorimeter 

Si Tracker 

AC system 

Figure 14: Overview of the ASTROGAM payload showing the
silicon Tracker, the Calorimeter and the Anticoincidence system.

Especially for the Compton
mode at low energies, but also
more broadly over the entire
energy range covered by AS-
TROGAM, it is important to keep
the amount of passive materials
in the detector to a minimum,
to reduce background production
in the field of view and optimise
angular and energy resolutions.
In addition, the passive materi-
als between the Tracker layers,
and between the Tracker and the
Calorimeter must be minimised
for best performance.

4.1.1 Silicon Tracker

The Tracker is the heart of the ASTROGAM payload. It is based on the silicon strip detector technology
widely employed in medical imaging and particle physics experiments (e.g. ATLAS and CMS at LHC),
and already applied to the detection of � rays in space with the AGILE and Fermi missions. The
ASTROGAM Tracker needs double sided strip detectors (DSSDs) to work also as a Compton telescope.

The essential characteristics of the ASTROGAM Tracker are:
• its light mechanical structure minimising the amount of passive material within the detection
volume to enable the tracking of low-energy Compton electrons and electron-positron pairs, and
improve the point spread function in both the Compton and pair domains by reducing the e↵ect
of multiple Coulomb scattering;

• its fine spatial resolution of less than 80 µm (< 1/6 of the microstrip pitch) obtained by analog
readout of the signals (as in the AGILE Tracker);

• its charge readout with an excellent spectral resolution of ⇠4 keV FWHM (noise level in the
baseline configuration; see Sect. 4.1.1.3) obtained with an ultra low-noise FEE, in order to
accurately measure low-energy deposits produced by Compton events; the energy threshold is
10 keV.

The Si Tracker comprises 2340 DSSDs arranged in 65 layers (36 detectors per layer). It is divided
in four towers of 3⇥3 daisy-chained DSSDs. Such a stacking of relatively thin detectors enables an
e�cient tracking of the electrons and positrons produced by pair conversion, and of the recoil electrons
produced by Compton scattering.

Silicon detectors The active element is a Si DSSD of 500 µm thickness and 9.5 ⇥ 9.5 cm2 area,
with electrodes of 100 µm width, and 480 µm pitch (corresponding to 192 microstrips per side), and
a guard ring of 1.5 mm. It can be manufactured from high resistivity (R � 5 k⌦ cm) 6” substrate
by, e.g., the Silicon Radiation Sensors group of the Fondazione Bruno Kessler FBK (SRS-FBK) or
Hamamatsu Photonics.

The electrical behavior of the ASTROGAM DSSDs was simulated with the SILVACO’s TCAD
semiconductor toolkit in order to specify the requirements for the FEE and the thermal control. At
full depletion voltage, the total capacitance on the p-side is found to be 13.0 pF/strip and the p-side
leakage current amounts to about 150 pA/strip at T = 0� C (Ileak = 55 pA/strip at T = �10� C; see
Fig. 18, left panel).

Each layer of a tower contains 3⇥ 3 DSSDs, which are chained together with wire bonding strip
to strip. Ladders of three Si tiles are first assembled and then bonded to five other ladders in the
orthogonal direction. Si strip bonding is now a standard technology previously used in, e.g., the
Fermi/LAT, DAMPE and AGILE Si Trackers (see Fig. 15) and the PAMELA and AMS-02 cosmic-ray
experiments.
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★ Cosmic-ray/Gamma-ray 
detector in the Chinese 
Space Station


★ Installation expected in 
2027 


★ 3D, homogeneous, 
isotropic, finely 
segmented calorimeter


★ Gamma energy 
coverage: 100 MeV - 1 
TeV with superb angular 
and energy resolutions

HERD

52

• In-flight operation 2015 — now 
• Excellent performance and stability 
• Unique current CR detection direct experiment for tens TeV

• Physics results: 
• e+ + e-: first direct observation of TeV-break 
• p, He: enter TeV—PeV frontier
• Ongoing works on Li, Be, B, C, N, O, Ne, Mg, Si and Fe
• Interesting results on B/C and B/O are coming soon 
• Gamma-ray sky, Fermi Bubbles, DM search 
• CRs and heliophysics

• International space mission starting operations in 2027 on
board the future China's Space Station.

• Novel isotropic design, based on a 3D, homogeneous,
isotropic and finely-segmented calorimeter
• Maximizes the energy range while respecting the

mass and power budget of a space experiment
• Reduces systematics uncertainties with respect to the

current generation space-borne calorimeters.

• Rich and frontier physics program: DM search, CR
observations and gamma-ray astronomy.

DAMPE = Present

Summary
HERD = Future

29

HERD observables and physics goals (3/3)
Gamma rays from 100 MeV 

Thanks to its large acceptance and sensitivity, HERD will be able to 
perform a full gamma-ray sky survey in the energy range > 100 MeV

study of galactic and extragalactic g sources
study of galactic and extragalactic g diffuse emission
detection of high energy g bursts
extend Fermi-LAT catalog to higher energy (> 300 GeV)
increase the chances to detect rare g events

search for indirect dark matter signatures

Multi-messenger astronomy
Possible synergy with other experiments 
designed for: 
g (CTA, LHAASO, …)
n (KM3NeT, IceCube)
GW (Ligo, Virgo)

Preliminary

26
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★ Two sites: La Palma (N) and Paranal, Chile (S)

★ 64 (13+51) telescopes of three different sizes

★ ERIC should be operative beginning of 2023 when official construction phase will start

CTA

53

CTAO Timeline

• CTAO construction scope is agreed

• The construction phase will start with the establishment of the final legal entity: 

CTAO European Research Infrastructure Consortium (ERIC)

• Step 2 application submitted on end of May 

• ERIC operative beginning 2023 

• last about 5 yrs

• Early science operations foreseen during the construction phase

10
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CTA capabilities

54L. Tibaldo of 38

CTA
• Two arrays (N: La Palma, Spain, S: Paranal, Chile)
• > 60 Cherenkov telescopes optimised for different energy 

ranges
• Construction expected to start in 2023 and last 5 years

35

CTA Design

8o Field of View
® surveys, 

extended objects

Few ‘ Angular 
Resolution

® morphology

10 x Sensitivity,  
Large Collection 

Area
® all topics

z=4.3, E>30GeV, 0.1 sec time bin

0
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ce
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 [/
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60

Rapid Slewing 
in 20 seconds
® transients

Energies down 
to 20 GeV

®Cosmology++

Energies up to 
300 TeV

® Pevatrons

10% Energy 
Resolution

® lines, features

NASA

DESIGN
DRIVERS
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★ LST1 installed @ La Palma in 2019

★ Finishing commissioning

★ LST2-4 under production

★ LST for South partially funded

★ LST1 producing science and 

preparing first papers

LST

55

Status of the project

LST status - J. Cortina - gamma 2022 6

• Construction ahead of CTAO ERIC 
constitution: funding available <2015.

• LST-1 first telescope at CTA site: 
– Telescope installed in La Palma: 2019
– Under commissioning: covid-19, 

component crisis, volcano, inflation…
– ∼800h taken since Jan 2020 
– Data taking efficiency 70% in dark 

time, not reaching 95% yet mainly due 
to incomplete control software.

• LST-2 to LST-4: under production, 
starting installation in La Palma these 
days.

• LST-south: partly funded.
LST-1 performance: sensitivity To be published in performance 

paper soon

• Consistent sensitivity for 
source-dependent and 
source-independent analyses.

• Roughly 1.5x worse sensitivity 
than MAGIC stereo array.

• But down to ∼50 GeV.

LST status - J. Cortina - gamma 2022 9

Preliminary

First VHE-detected nova: RS Ophiuci

A. Aguasca-Cabot, talk in this conference
Working on paper

• LST-1, 4-day average
• MAGIC, 4-day joint

data (Acciari 2022)
• H.E.S.S. August 9+13 

SEDs (H.E.S.S. coll
2022)

Consistent spectra

LST status - J. Cortina - gamma 2022 13

Cortina, Gamma2022

RS Oph Aug 2021

Cortina, Gamma2022
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★ Gamma-ray Astronomy is a consolidated branch of astronomy

★ The current generation of instruments have produced/are producing 

significant advances in our understanding of:

✦ The origin of Galactic cosmic rays 

✦ The origin of cosmic neutrinos and extragalactic cosmic rays

✦ NS-NS mergers

✦ Particle acceleration in known and new source classes

✦ Radiation and magnetic fields in cosmic voids

✦ Physics BSM (DM searches, LIV tests)


★ Future observatories such as CTA, HERD and ASTROGAM will 
improve further our understanding about these and other topics in a 
fully multi-wavelenth/multi-messenger approach to the study of our 
Universe

Summary

56
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Thank you for your 
attention!

57
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Backup
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E’ =  outgoing photon energy


E = Σ Ei 

(original photon energy is the 
sum of all energy deposits)


E’ = E – E1 

⟹ we can obtain the primary 
photon E and a CONE of 
possible directions

LE: Compton camera
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★ GRB May 3 1991

★ Method works for large S/N data

★ COMPTEL onboard CGRO (1991-2000)

COMPTEL

60
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★ Pair production dominant 
above a few MeV


★ Anti-coincidence to veto 
dominant charged CaRs


★ High-Z foils before each 
tracking plane to maximize 
conversion probability


★ Tracker to measure 
direction


★ Calorimeter to measure 
energy

HE: pair conversion camera

61
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★ COS-B 
(1975-1982)


★ ESA (first 
satellite)


★ 25 sources; first 
galactic map

Pair conversion telescopes

62

• CGRO-EGRET 
(1991-2000)


• NASA

• 271 sources; (LMC, 

pulsars, blazars, UID)

• AGILE (2007)

• ASI

• Crab Nebular 

variability; Cyg 
X-3; pion bump 
in SNR W44;…

• Fermi-LAT (2008)

• NASA

• 5065 sources; 

GRBs Fermi 
bubbles; high 
resolution map; 
Galactic center 
excess; DM 
searches; 
constrain QG…
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★ Small effective area results in extremely 
low detection rates at E > 100 GeV, even 
for strong sources:                                        
ΦCrab,E>100GeV  ≈ 100 photons/m2/year


★ Calorimeter depth ≤ 10 radiation lengths, 
which corresponds to ≈ 1 ton/m2 (hard to 
put into orbit)                                                   
⇒ VHE showers leak out of the calorimeter


★ Solution: a “pair conversion telescope” in 
which the atmosphere is part of the 
detector


★ Ground-based detectors → geographical 
location relevant 

VHE and UHE: atmospheric showers

63
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★ Detect particles of 
the shower


★ Thin particle fronts

★ Particle density 

proportional to 
primary energy


★ Particle arrival times 
correlated with 
primary direction


★ Particle spatial 
distribution related 
to primary ID

Air shower detectors

64
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★ Huge collection 
area


★ Image intensity 
→ 𝛾 energy


★ Image orientation 
→ 𝛾 direction


★ Image shape    
→ particle ID


★ Better 
determined by 
redundancy

Cherenkov telescopes

65

~350m

10
km
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Cherenkov telescopes

66

~350m

10
km

★ Huge collection 
area


★ Image intensity 
→ 𝛾 energy


★ Image orientation 
→ 𝛾 direction


★ Image shape    
→ particle ID


★ Better 
determined by 
redundancy
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VHE/UHE gamma-ray detectors

67

MAGICVERITAS

HAWC

HESS

LHAASO

CTA South

CTA North

?
SWGO



XLIX IMFP. Benasque, September 8, 2022 J. Rico - Gamma-ray Astronomy

★ Broadband coordinated observations in 
2017 during quiescent state (19 facilities in 
15 decades of energy)


★ Cannot be modeled by single zone

★ Structured jet and time dependence are key

M87: a broad MWL view

68
Alexander Hahn MWL view of M87 6

● Resolved structures from radio to X-rays

● Straight, highly collimated jet

● Limb brightening, parabolic collimation 

profile

● Southern jet limb brighter than northern

● VLBA and GMVA: inner jet significantly 

offset from large scale jet

(long-term periodic oscillations, Walker 

et al. 2018a)

● Core shift between 22 and 43 GHz

Spectral index map show typical AGN jet 

(flat-spectrum radio core which 

progressively becomes optically thin)

● No component ejection detected

EHT-MWL
2017 images

Image Credit: The EHT Multi-Wavelength Science Working Group; the EHT Collaboration; ALMA (ESO/NAOJ/NRAO); the EVN; the EAVN Collaboration; VLBA (NRAO); the GMVA; the Hubble Space 
Telescope, the Neil Gehrels Swift Observatory; the Chandra X-ray Observatory; the Nuclear Spectroscopic Telescope Array; the Fermi-LAT Collaboration; the H.E.S.S. collaboration; the MAGIC 
collaboration; the VERITAS collaboration; NASA and ESA. Composition by J.C. Algaba.

Alexander Hahn MWL view of M87 7

● MWL SED of the M87 core
(in quiescent state)

● Near simultaneous data

● Spatial resolution of 
instruments ranging 

20 µas – 2°

EHT-MWL
2017 SED

Alexander Hahn MWL view of M87 8

Model 1:
● EHT oriented models

(hard constrain on emission region size)

● δ=1, bulk motion of emission region has 

likely not yet reached relativistic speed

– 1a) PL w/ rad. cooling (Kino) ▬

- uses parameters from MAGIC+20

– 1b) broken PL w/o rad. cooling

    (Kawashima) ▬

- does not well reproduce X-ray shape

– Main difference in IR

● X-ray only by synchrotron
● Problematic in γ-rays
● GeV, TeV from more extended region

EHT MWL
2017 single-zone models

Alexander Hahn MWL view of M87 9

Model 2 - VHE oriented model:

● Assume a sphere, radius R moving with bulk Lorentz factor 

Γ
j
. Power divided between rel. electrons, non-rel. protons 

and a global magnetic field.

● Assume one cold proton per electron (no positrons), and 

that the eDF is described by a power-law with slope p
2
 

between Lorentz factors γ
min

 and γ
max

.

● Assign the index to p
2
 to allow better comparison to model 

1b, as our steeper distribution is likely in the radiatively 

cooled regime, although we do not calculate γ
br
 explicitly.

● Modeling of X-ray emission in detector space to disentangle 

various jet and ICM components

● Without the strong EHT size constraint (1a/1b), model 

parameters are highly degenerate.

● Model 2 cannot fit the radio-mm VLBI core nor the VHE 

emission especially in the GeV range

EHT MWL
2017 single-zone models

Alagaba et al. ApJ Lett. 911 (2021) L11
MW/MMaccelerators
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★ Gammas do not interact from nearby production sites to Earth:

✦ Keep direction information: allow measure DM distribution

✦ No need to use complicate transport equations


★ Expected fluxes:

GAMMA-RAY SIGNATURE

7E. Moulin, Texas Symposium, 13-18 December 2015

Identification of DM 
is possible : 
→ DM gamma-ray 
spectrum tells the 
DM mass and 
reaction process

Continuum emission
(“Secondary photons”)
→ from fragmentation of
quarks/massive gauge
bosons (via π0 decay)

Virtual Internal Bremsstrahlung (VIB)
→ radiative correction to processes with charged final states
→ generically suppressed by O(α)

Gamma-ray lines
→ from two-body annihilation
into photons
→ forbidden at tree-level,
generically suppressed by O(α2)

Searches in gamma rays

69
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like e.g., the Galactic center or clusters of galaxies, the bounds on the WIMP properties that can be inferred
from the presence or absence of a gamma-ray signal are also relatively robust.

If WIMPs (hereafter denoted by c) concentrate with number density nc in a dSph, annihilating and/or
decaying with a rate Gc and an average isotropic gamma-ray spectrum dNg

dE , then the differential flux of
gamma rays of energy E observable from Earth coming from direction p̂, per unit energy and solid angle
W, is given by the following expression:

d2F
dEdW

(E, p̂) =
1

4p

dNg

dE
(E)

Z

los(p̂)
dl nc(p̂, l) Gc , (1)

with l the distance from Earth and the corresponding integral running over the line of sight in the direction
p̂.

As explicitly noted in Equation (1), dNg

dE contains all the spectral dependence of the gamma-ray flux,
and therefore determines the probability density function (PDF) for the energy of the emitted gamma
rays. On the other hand, all the morphological dependence is contained in the line-of-sight integral, which
hence determines the PDF for the gamma-ray arrival direction. Given that we can make relatively reliable
predictions about these two PDFs, they will constitute key ingredients in the maximum-likelihood data
analysis, as we will see below in detail.

The expected primary products of the WIMP annihilation and decay processes are pairs of leptons,
quarks or gauge bosons, which would produce secondary gamma-rays (among other stable products)
through final-state radiation or hadronization+decay chains. It is straightforward to compute the
contribution to dNg

dE from the different annihilation/decay channels, for a given WIMP mass, using
standard Monte Carlo simulation packages such as PYTHIA [9]. The spectral energy distribution of the
gamma-ray continuum resulting from these processes peaks between one and two orders of magnitude
below the WIMP mass, depending on the channel, as shown in Figure 1. The plots show that Fermi-LAT is
the most sensitive instrument for searching for WIMPs up to a dark matter mass (mc) of few TeV in the
case of bb̄ channel and of few 100 GeV for the t+t� channel. Cherenkov telescopes dominate the search
between those masses and ⇠ 100 TeV for bb̄ and few 10 TeV for t+t�, and HAWC for even higher WIMP
masses. Primary gamma rays like, e.g., those from the c[c] ! gg or c[c] ! gZ processes would be
[quasi-]monochromatic. These would constitute the cleanest possible dark matter signal, given how there
is no known astrophysical process able to produce such gamma-ray spectral lines, and that backgrounds
affecting the measurement could be drastically reduced using spectral criteria. If detected, a gamma-ray
line would by itself be considered a clear evidence for the presence of dark matter. However, due to parity
conservation, primary gamma rays can only be produced via loop processes, which significantly reduces
their associated rate Gc.

It is useful to particularize the line of sight integral in Equation (1) for the annihilation and decay cases:

• For annihilation, Gc = 1
k nchsvi, with hsvi the average of the product of the WIMP velocity and

annihilation cross section. The value of k depends on whether WIMPs are Majorana (k = 2, to take
into account that an annihilation involves two identical particles) or Dirac particles (k = 4, reflecting
the fact that particles can only annihilate with their—equally abundant—antiparticles). Including this
into Equation (1), and writing the WIMP number density nc in terms of its mass and density (r), we
obtain:

d2Fann
dW dE

(E, p̂) =
1

4p

hsvi
k m2

c

dJann
dW

(p̂)
dNg

dE
(E) , (2)

Pythia
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Figure 1. Expected gamma-ray spectral energy distribution for WIMPs of masses mc = 0.01, 0.1, 1, 10 and
100 TeV annihilating with hsvi = 3 ⇥ 10�26 cm3 s�1 into bb̄ (left) and t+t� (right) pairs in a dSph with
associated J-factor Jann = 5 ⇥ 1021 GeV2 cm�5; also shown are the sensitivity curves for the instruments
considered in this paper. Fermi-LAT sensitivity curve [10] corresponds to observations of a point-like source
at Galactic coordinates (l, b) = (120�, 45�) for 10 years, analyzed using the latest (Pass8) data reconstruction
tools; HESS [11], MAGIC [12] and VERITAS [13] curves correspond to 50 h of observations of a point-like
source at low (Zd . 30�) zenith distance; HAWC curve [14] is for five years of observations of a point-like
source at a declination of +22�N. The flux sensitivity for 50 h observations with the future Cherenkov
Telescope Array [15] is shown for comparison.

where we have defined the annihilation differential J-factor as:

dJann
dW

(p̂) =
Z

los(p̂)
dlr2(p̂, l) . (3)

• For decay, the rate is given simply by the inverse of the dark matter decay lifetime, i.e., Gc = t�1
c ,

since each WIMP particle decays independently of each other. Including this into Equation (1), we
get:

d2Fdec
dW dE

(E, p̂) =
1

4p

1
tcmc

dJdec
dW

(p̂)
dNg

dE
(E) , (4)

where we have defined the decay differential J-factor as:

dJdec
dW

(p̂) =
Z

los(p̂)
dlr(p̂, l) . (5)

The J-factor in a region of the sky DW is given by:

J(DW) =
Z

DW
dW

dJ
dW

, (6)

both for Jann and Jdec. It is convenient to define the total J-factor for a given dSph as:

J ⌘ J(DWtot) , (7)

with DWtot a region of the sky containing the whole dSph dark matter halo. The differential J-factor can be
written as:

dJ
dW

(p̂) = J · dJ
dW

(p̂) , (8)
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Γχ =
1
k

nχ⟨σv⟩ Γχ =
1
τχ

Annihilation: Decay:

∝ mass & concentration ∝ mass
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★ DM distributes in quasi-spherical halos of 
gravitationally bound matter 


★ From N-body simulations we know:

✦ Hierarchical: DM halos contain sub-halos

✦ Density profile for all halo size described by:


(Navarro-Frenck-White profile)

✦ Free parameters determined by fitting to 

measured kinematics of visible mass probes 
(stars and galaxies) - Jeans equation


★ This does not include baryon-DM interplay, 
relevant at the centre of halos, normally 
baryon dominated

✦ Disagreements at the smaller scales

Density profiles
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16 B. Moore and J. Diemand

Fig. 2.1. Density profile of the million-particle dark matter halo simulation of
Dubinski and Carlberg [721] (crosses). The solid line shows the best fit NFW profile
to the original data. This figure was adapted from [1090] by John Dubinski and is
reproduced here with his permission.

Algorithmic and hardware development have increased the mass and spa-
tial resolution by orders of magnitude (parallel computing, special purpose
hardware, graphics pipelines etc.). The first simulations used just a few hun-
dred particles with length resolution that was a large fraction of the final
structure. Today we can simulate individual collapsed structures, in a full
cosmological context with up to 109 particles and spatial resolution that is
better than 0.1% of the virialized region, and ∼105 substructure haloes can
be resolved (see Figures 2.2 and 2.3, and refs. [660; 1790; 1794]).

The final virialized structures can be described by various universal empir-
ical relations, including the density profiles, the phase-space density pro-
file [1846], the velocity anisotropy and distribution functions [1071; 1072].
Understanding the origin of these relations is a challenging and fascinat-
ing problem for dynamicists. Most aspects of CDM halo structure resulting
from gravitational collapse are well resolved, and different numerical tech-
niques and published studies all agree, although some confusion still exists
in the literature because of different interpretation, different cosmologies
and claimed resolution limits. Our detailed understanding and predictive
power is now limited by the complex interplay between the dark matter and
baryonic components, which is an area of intense current activity.

Moore et al. Particle Dark Matter, 2010

Aquarius project

Simulations of CDM haloes 21

region because of peaks biasing and those particles do end up closer to
the centre of the final halo [665; 1466]. (ii) The typical particle apocentre
distances are close to the turnaround radii [661]. Modified infall models are
indeed able to reproduce some of the features of halo density profiles found
in cosmological simulations [135].

Over a mass range spanning 20 decades, from micro-haloes to galaxy clus-
ters, the spherically averaged CDM halo density profile can be approximated
with the same universal form (NFW [1501]):

ρ(r) =
ρs

(r/rs)γ(1 + r/rs)3−γ
, (2.1)

where γ = 1. The scale radius rs is related to the peak circular velocity
scale by rV max = 2.163rs and it is used to define the halo concentration
cvir = rvir/rs, where the ‘virial’ radius rvir is defined following one of the
ad hoc overdensity criteria described above. Halo concentrations cvir (and
equivalently scale densities ρs) are related to the halo formation time: early
forming haloes tend to have higher cvir and ρs at z = 0. The mass variance
σ(M) in CDM decreases from dwarf to galaxy cluster scales, i.e. smaller
haloes form earlier on average than larger ones and they end up having higher
median concentrations [465; 1286; 1363; 1364; 1501]. At a given mass, the
concentrations of individual haloes have a large scatter: the variance in log
cvir is 0.18. On subsolar mass scales the CDM power spectrum approaches
P (k) ∝ k−3, i.e. σ(M) approaches a constant, which leads to very similar
halo formation times and halo concentrations over a wide range of masses
[567; 668; 1013]. Even Earth-mass micro-haloes, the first and smallest sys-
tems in the CDM hierarchy, have NFW-like density profiles. A systematic
study of their typical concentrations is still lacking, but values found in
the small sample of ref. [668] (cvir(z = 0) " 80) seem consistent with the
predictions of the Bullock et al. model [465].

A simpler and more general measure of halo concentrations is the mean
density within rVmax. It is well defined both for isolated haloes and for
subhaloes and is independent of assumptions on their ‘virial’ radius or their
density profile [664]:

cV ≡ ρ̄(< rV max)
ρcrit,0

= 2
(

Vmax

H0rV max

)2

=
(

Vmax

rV max

)2 3
4πGρcrit,0

, (2.2)

where ρcrit,0 = 1.48 × 10−7 M" pc−3. For the NFW profile it is easy to
convert from cV to cvir [664]. Since the NFW form is not a very good fit
to most CDM haloes, the measured cvir depends somewhat on the details
of the fitting procedure [465; 1286; 1363; 1364]. These complications could
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★ Gamma-ray instruments measure number of counts coming from 
promising DM targets, as a function of measured energy and 
direction, and compare with background expectations, with a 
likelihood function:


★ The number of expected measured gamma-ray counts is:


with IRF the Instrument Response Function, which can be factored in 
effective area times PDFs for energy and direction estimators

Estimating measured DM fluxes

71
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signal events in the i-th bin in energy and the j-th bin in arrival direction, computable using aJ as we will
see below; and bij the corresponding contribution from background processes. Dµ represents the data
used to constrain the values of the nuisance parameters µ. We have made explicit that the uncertainties
associated to µ can in principle affect both the computation of the signal and background contributions.
For instance, uncertainties in the overall energy scale affect the computation of sij, whereas uncertainties
in the background modeling affect the computation of bij. However, uncertainties affecting sij are usually
considered to be largely dominated by the uncertainty in the J-factor and the dependence of sij on µ

therefore ignored. Thus, sij, is given by:

sij(aJ) =
Z

DE0
i

dE0
Z

Dp̂0
j

dW0
Z •

0
dE

Z

DWtot
dW

Z Tobs

0
dt

d2F(aJ)
dE dW

IRF(E0, p̂0|E, p̂, t) , (16)

where E0, p̂0, E and p̂ are the estimated and true energies and arrival directions, respectively; dW0 and dW
infinitesimal solid angles containing p̂0 and p̂, respectively; Tobs the total observation time; t the time along
the observations; and IRF the instrument response function, i.e. IRF(E0, p̂0|E, p̂, t) dE0 dW0 is the effective
collection area of the detector times the probability for a gamma ray with true energy E and direction p̂
to be assigned an estimated energy in the interval [E0, E0 + dE0] and p̂0 in the solid angle dW0 (see more
details below), at the time t during the observations. The integrals over E and p̂ perform the convolution
of the gamma-ray spectrum with the instrumental response, whereas those over E0 and p̂0 compute the
events observed within the i-th energy bin (DE0

i) and the j-th arrival direction bin (Dp̂0
j). It must be noted

that, defining several spatial bins within the source produces relatively minor improvement in sensitivity
to dark matter searches for not significantly extended sources (i.e., those well described by a point-like
source, as it is the case for many dSphs) [20]. For significantly extended sources, on the other hand, using a
too fine spatial binning makes the obtained result more sensitive to the systematic uncertainties in the dark
matter spatial distribution within the dSph halo. Thus, a realistic optimization of Np̂0 based on sensitivity
should balance the gain yielded by the use of more spatial information and the loss caused by the increase
in the systematic uncertainty.

The IRF can be factorized as the product of the detector collection area Aeff (Tobs · Aeff is often referred
to as exposure), times the PDFs for the energy ( fE) and incoming direction ( f p̂) estimators, i.e.:

IRF(E0, p̂0|E, p̂, t) = Aeff(E, p̂, t) · fE(E0|E, t) · f p̂(p̂0|E, p̂, t) , (17)

where, following the common practice, the (small) dependence of fE with p̂ has been neglected. f p̂ is often
referred to as the point spread function (PSF).

Finally, the likelihood for the total J-factor is usually written as:

LJ(J | Jobs, sJ) =
1

ln(10)Jobs
p

2psJ
e�(log10(J)�log10(Jobs))

2/2s2
J ; (18)

with log10 Jobs and sJ the mean and standard deviation of the fit of a log-normal function to the posterior
distribution of the total J-factor [21]. Therefore, including LJ in the joint likelihood is a way to incorporate
the statistical uncertainty of J in the estimation of a. It is worth noting that, because a and J are degenerate,
in order to perform the profile of L with respect to J it is sufficient to compute Lg vs a for a fixed value of J,
which facilitates significantly the computational needs of the profiling operation (see details in footnote 12
of reference [22]). Including Jobs systematic uncertainties is much more complex, since they depend mainly
on our choice of the dark matter halo density profile function (e.g., NFW [23], Einasto [24], etc.), and there
is no obvious way of assigning a PDF to that choice. Because of this, the impact of that uncertainty in

9 of 27

signal events in the i-th bin in energy and the j-th bin in arrival direction, computable using aJ as we will
see below; and bij the corresponding contribution from background processes. Dµ represents the data
used to constrain the values of the nuisance parameters µ. We have made explicit that the uncertainties
associated to µ can in principle affect both the computation of the signal and background contributions.
For instance, uncertainties in the overall energy scale affect the computation of sij, whereas uncertainties
in the background modeling affect the computation of bij. However, uncertainties affecting sij are usually
considered to be largely dominated by the uncertainty in the J-factor and the dependence of sij on µ

therefore ignored. Thus, sij, is given by:

sij(aJ) =
Z

DE0
i

dE0
Z

Dp̂0
j

dW0
Z •

0
dE

Z

DWtot
dW

Z Tobs

0
dt

d2F(aJ)
dE dW

IRF(E0, p̂0|E, p̂, t) , (16)

where E0, p̂0, E and p̂ are the estimated and true energies and arrival directions, respectively; dW0 and dW
infinitesimal solid angles containing p̂0 and p̂, respectively; Tobs the total observation time; t the time along
the observations; and IRF the instrument response function, i.e. IRF(E0, p̂0|E, p̂, t) dE0 dW0 is the effective
collection area of the detector times the probability for a gamma ray with true energy E and direction p̂
to be assigned an estimated energy in the interval [E0, E0 + dE0] and p̂0 in the solid angle dW0 (see more
details below), at the time t during the observations. The integrals over E and p̂ perform the convolution
of the gamma-ray spectrum with the instrumental response, whereas those over E0 and p̂0 compute the
events observed within the i-th energy bin (DE0

i) and the j-th arrival direction bin (Dp̂0
j). It must be noted

that, defining several spatial bins within the source produces relatively minor improvement in sensitivity
to dark matter searches for not significantly extended sources (i.e., those well described by a point-like
source, as it is the case for many dSphs) [20]. For significantly extended sources, on the other hand, using a
too fine spatial binning makes the obtained result more sensitive to the systematic uncertainties in the dark
matter spatial distribution within the dSph halo. Thus, a realistic optimization of Np̂0 based on sensitivity
should balance the gain yielded by the use of more spatial information and the loss caused by the increase
in the systematic uncertainty.

The IRF can be factorized as the product of the detector collection area Aeff (Tobs · Aeff is often referred
to as exposure), times the PDFs for the energy ( fE) and incoming direction ( f p̂) estimators, i.e.:

IRF(E0, p̂0|E, p̂, t) = Aeff(E, p̂, t) · fE(E0|E, t) · f p̂(p̂0|E, p̂, t) , (17)

where, following the common practice, the (small) dependence of fE with p̂ has been neglected. f p̂ is often
referred to as the point spread function (PSF).

Finally, the likelihood for the total J-factor is usually written as:

LJ(J | Jobs, sJ) =
1

ln(10)Jobs
p

2psJ
e�(log10(J)�log10(Jobs))

2/2s2
J ; (18)

with log10 Jobs and sJ the mean and standard deviation of the fit of a log-normal function to the posterior
distribution of the total J-factor [21]. Therefore, including LJ in the joint likelihood is a way to incorporate
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in order to perform the profile of L with respect to J it is sufficient to compute Lg vs a for a fixed value of J,
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on our choice of the dark matter halo density profile function (e.g., NFW [23], Einasto [24], etc.), and there
is no obvious way of assigning a PDF to that choice. Because of this, the impact of that uncertainty in
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arrival direction present in the signal region, or J. One standard technique to eliminate the nuisance
parameters when making statements about a is using the profile likelihood ratio test:

lP(a |D) =
L(a; ˆ̂n |D)
L(â; n̂ |D)

, (12)

where â and n̂ are the values maximizing L, and ˆ̂n the value that maximizes L for a given a. According to
Wilks’ theorem �2 ln lP(a) is distributed, when a are the true values, as a c2 distribution with number
of degrees of freedom equal to the number of components of a, independent of the value of n. It is
an extended practice in indirect dark matter searches with gamma rays to decrease the n-dimensional
vector a of free parameters to a one-dimensional quantity a, by considering that gamma-ray production
is dominated either by annihilation (a = hsvi, i.e., the velocity-averaged annihilation cross section) or
by decay (a = t�1

c , i.e., the decay rate), and scanning over values of the dark matter particle mass (mc)
and pure annihilation/decay channels (i.e., considering at each iteration 100% branching ratio to one
of the possible SM particle pairs). For each scanned combination, Equation (11) reduces to a likelihood
function of just one purely free (i.e., non-nuisance) parameter. In such a case, for instance, 1-sided 95%
confidence level upper limits to a are taken as aUL95 = a2.71, with a2.71 found by solving the equation
�2 ln lP(a2.71) = 2.71.

The data D can refer to NdSph different dSphs, in which case it is convenient to write the joint
likelihood function as:

L(a; n|D) =
NdSph

’
l=1

Lg(aJl ; µl |Dgl ) · LJ(Jl |D Jl ) , (13)

where we have factorized the joint likelihood into the partial likelihood functions corresponding to each
dwarf, and those subsequently into the parts corresponding to the gamma-ray observations (Lg) and
J-factor measurement (LJ), respectively; Jl is the total J-factor (see Equation (7)) of the l-th considered
dSph, which, as we have made explicit, is a nuisance parameter degenerated with a in Lg; µl represents
the additional nuisance parameters different from Jl affecting the analysis of the l-th dSph; Dgl represents
the gamma-ray data of the l-th dSph, whereas D Jl refers to the data constraining Jl .

For each dSph, we may have Nmeas independent measurements, each performed under different
experimental conditions, by the same or different instruments. That is, we can factorize the Lg term as:

Lg(aJ; µ|Dg) =
Nmeas

’
k=1

Lg,k(aJ; µk|Dg,k) , (14)

where we have omitted the index l referring to the dSph for the sake of clarity, and with µk and Dg,k
representing the nuisance parameters and data, respectively, referred to the k-th measurement.

For each observation of a given dSph under certain experimental conditions, Lg,k often consists of the
product of NE0 ⇥ Np̂0 Poissonian terms (P) for the observed number of gamma-ray candidate events (Nij)
in the i-th bin of reconstructed energy and j-th bin of reconstructed arrival direction, times the likelihood
term for the µ nuisance parameters (Lµ), with NE0 the number of bins of reconstructed energy and Np̂0 the
number of bins of reconstructed arrival direction, i.e.:

Lg,k(aJ; µ|Dg) =
NE0

’
i=1

Np̂0

’
j=1

P
�
sij(aJ; µ) + bij(µ)|Nij

�
· Lµ(µ|Dµ) , (15)

where the indexes l and k referring to the dSph and the measurement have been removed for the sake
of a clear notation. The parameter of the Poissonian term is sij + bij, where sij is the expected number of

J̄ = J(ΔΩtot)

J(ΔΩ) = ∫ΔΩ
dΩ

dJ
dΩ

α = <𝜎𝑣> or 𝜏-1                               sij  = expected # of gamma events 

D𝛾 = data                               bij = expected # of background events 
μ = nuisance parameters   Nij = observed counts 

J̄ = J(ΔΩtot)

J(ΔΩ) = ∫ΔΩ
dΩ

dJ
dΩ
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★ Axion: Hypothetical spin-0 boson 
produced by spontaneous breaking 
of new symmetry introduced in the 
QCD Lagrangian to solve the 
“strong CP problem”

✦ 2-photon vertex with weak coupling, 

proportional to their mass


★ Generalized to Axion-like particles 
(ALPs): hypothetical spin-0 
particles with 2-photon vertex

✦ ALPs are very light and are not viable 

as thermal relic

✦ Produced as a zero-momentum 

Bose-Einstein condensate when the 
temperature falls below the QCD 
scale → Cold dark matter!

Axion and axion-like particles

72

3 112. Axions and Other Similar Particles

E/N = 0 if the electric charge of the new heavy quark is taken to vanish. In general, a broad
range of E/N values is possible [29, 30], as indicated by the diagonal yellow band in Fig. 112.1.
However, this band still does not exhaust all the possibilities. In fact, there exist classes of QCD
axion models whose photon couplings populate the entire still allowed region above the yellow band
in Fig. 112.1, motivating axion search e�orts over a wide range of masses and couplings [31,32].

The two-photon decay width is

≈Aæ““ =
g

2
A““m

3
A

64 fi
= 1.1 ◊ 10≠24 s≠1

3
mA

eV

45
. (112.6)

The second expression uses Eq. (112.5) with E/N = 0. Axions decay faster than the age of the
universe if mA & 20 eV. The interaction with fermions f has derivative form and is invariant

Figure 112.1: Exclusion plot for ALPs as described in the text.

under a shift „A æ „A + „0 as behooves a NG boson,

LAff = Cf

2fA
Œ̄f “

µ
“5Œf ˆµ„A . (112.7)

Here, Œf is the fermion field, mf its mass, and Cf a model-dependent coe�cient. The dimensionless
combination gAff © Cf mf /fA plays the role of a Yukawa coupling and –Aff © g

2
Aff /4fi of a “fine-

structure constant.” The often-used pseudoscalar form LAff = ≠i (Cf mf /fA) Œ̄f “5Œf „A need not
be equivalent to the appropriate derivative structure, for example when two NG bosons are attached
to one fermion line as in axion emission by nucleon bremsstrahlung [33].

In the DFSZ model [26], the tree-level coupling coe�cient to electrons is [34]

Ce = sin2
—

3 , (112.8)

where tan — is the ratio of the vacuum expectation values of the two Higgs doublets giving masses
to the up- and down-type quarks, respectively: tan — = vu/vd.

6th December, 2019 11:47am

ALP DM

a𝛾

Primakoff effectB
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★ No dependence of 
observed light curve on 
energy for VHE gamma 
rays


★ No correlation of photon 
arrival time with gamma-
ray energy


★ Derive limits to quantum 
gravity scale

✦ Competitive for the 

quadratic leading order even 
for a featureless light curve

LIV with GRB190114C at VHE
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Extended Data Fig. 7 | Modelling of broadband light curves. Modelling 
results of forward shock emission are compared to observations at different 
frequencies (see key). The model shown with solid and dashed lines is 
optimized to describe the high-energy radiation (teraelectronvolt, 
gigaelectronvolt and X-ray) and has been obtained with the following 
parameters: s = 0, εe = 0.07, εB = 8 × 10−5, p = 2.6, n0 = 0.5 and Ek = 8 × 1053 erg. Solid 
lines show the total flux (synchrotron and SSC) and the dashed line refers to the 

SSC contribution only. Dotted curves correspond to a better modelling of 
observations at lower frequencies, but fail to explain the behaviour of the 
teraelectronvolt light curve; they are obtained with the following model 
parameters: s = 2, εe = 0.6, εB = 10−4, p = 2.4, A. = 0.1 and Ek = 4 × 1053 erg. Vertical 
bars on the data points show the 1σ errors on the flux, and horizontal bars 
represent the duration of the observation.

Acciari et al. Phys. Rev. Lett. 125 (2020) 021301
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TABLE I: Values of the 95% lower (LL) and upper
(UL) limits and the best fits (BF) obtained for ηn using
the theoretical intrinsic LC model, after applying bias
correction and CI calibration. Only upper limits can be
set with the minimal approach (see text). Values are
reported for the linear (n = 1) and quadratic (n = 2)

cases.

LC Minimal
Theoretical ([19])

model (step function)
ηUL ηLL ηBF ηUL

η1 4.4 -2.2 0.3 2.1
η2 2.8 -4.8 1.3 3.7

subl. superl. subl.
EQG,1 [10

19 GeV] 0.28 0.55 0.58
EQG,2 [10

10 GeV] 7.3 5.6 6.3

dependent delay in arrival time of the most energetic
photons, testing in vacuo dispersion relations of VHE
photons. We assumed two different models for the
LC: minimal and theoretical, described in detail in the
maximum likelihood analysis section. In both cases,
our results are compatible with the null hypothesis
of no time delay. We set lower limits on LIV en-
ergy scale. Our results for the linear modification of
the photon dispersion relation EQG,1 > 0.58× 1019GeV
(EQG,1 > 0.55× 1019GeV) for the subluminal (superlu-
minal) case are approximately a factor 4 (7) below the
most constraining lower limits on EQG,1 obtained from
TOF method on GRB090510 [10]. This is expected be-
cause of a significantly larger distance of GRB090510
(z = 0.9, compared to 0.4245 of GRB190114C), as
well as a shorter variability timescale, since Fermi-LAT
observations of GRB090510 include a full coverage of
the emission. In the quadratic case, the analysis is
more sensitive to the highest photon energies in the
data sample (estimated Emax = 1955GeV, compared to
Emax = 31GeV for GRB090510 [10]). As a result, our
lower limits on the energy scale EQG,2 > 6.3× 1010GeV
(EQG,2 > 5.6× 1010GeV) for the subluminal (superlumi-
nal) case are more constraining than the ones in [10]. At
the same time, our results are comparable to the ones
from [12]. GRB190114C is at redshift more than one or-

der of magnitude higher than Mrk 501; however, the mea-
sured spectrum of Mrk 501 reaches an order of magnitude
higher energies [12], resulting in comparable sensitivities.
It is worth noting that MAGIC observed a featureless af-
terglow phase of the GRB190114C, limiting the sensitiv-
ity of our LIV analysis. We are looking forward to VHE
observations of an expectedly feature-rich GRB prompt
phase, which would enhance the analysis sensitivity to
LIV effects.
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★ Fermi-LAT dominates searches up to mDM ~1 TeV (100 GeV) for bb (𝜏+𝜏-) channel


★ Fermi-LAT is sensitive to the thermal relic density for mDM ~10 GeV and the 
typical DM-dominated dSph (see later)


★ For higher masses sensitivity of Cherenkov telescopes and HAWC still not 
enough

Fluxes vs sensitivity

74
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Figure 1. Expected gamma-ray spectral energy distribution for WIMPs of masses mc = 0.01, 0.1, 1, 10 and
100 TeV annihilating with hsvi = 3 ⇥ 10�26 cm3 s�1 into bb̄ (left) and t+t� (right) pairs in a dSph with
associated J-factor Jann = 5 ⇥ 1021 GeV2 cm�5; also shown are the sensitivity curves for the instruments
considered in this paper. Fermi-LAT sensitivity curve [10] corresponds to observations of a point-like source
at Galactic coordinates (l, b) = (120�, 45�) for 10 years, analyzed using the latest (Pass8) data reconstruction
tools; HESS [11], MAGIC [12] and VERITAS [13] curves correspond to 50 h of observations of a point-like
source at low (Zd . 30�) zenith distance; HAWC curve [14] is for five years of observations of a point-like
source at a declination of +22�N. The flux sensitivity for 50 h observations with the future Cherenkov
Telescope Array [15] is shown for comparison.

where we have defined the annihilation differential J-factor as:

dJann
dW

(p̂) =
Z

los(p̂)
dlr2(p̂, l) . (3)

• For decay, the rate is given simply by the inverse of the dark matter decay lifetime, i.e., Gc = t�1
c ,

since each WIMP particle decays independently of each other. Including this into Equation (1), we
get:

d2Fdec
dW dE

(E, p̂) =
1

4p

1
tcmc

dJdec
dW

(p̂)
dNg

dE
(E) , (4)

where we have defined the decay differential J-factor as:

dJdec
dW

(p̂) =
Z

los(p̂)
dlr(p̂, l) . (5)

The J-factor in a region of the sky DW is given by:

J(DW) =
Z

DW
dW

dJ
dW

, (6)

both for Jann and Jdec. It is convenient to define the total J-factor for a given dSph as:

J ⌘ J(DWtot) , (7)

with DWtot a region of the sky containing the whole dSph dark matter halo. The differential J-factor can be
written as:

dJ
dW

(p̂) = J · dJ
dW

(p̂) , (8)
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★ DM galactic satellites (sub-halos) that 
have not triggered any stellar activity 
(they shine only in DM-related signals)


★ Can only be found serendipitously or in 
unbiased surveys (Fermi-LAT, HAWC) 


★ DM clump selection criteria generally 
based on:

✦ No association with astrophysical source/ 

no emission in other wavelengths

✦ Steady sources

✦ Spectrum compatible with DM emission


★ Selection:

✦ 1235 unidentified sources in Fermi-LAT 

catalogue 

✦ 44 survive criteria but no preference of DM 

spectrum over other astrophysical 
explanations

Dark matter clumps
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Coronado-Blázquez et al. JCAP 07 (2019) 020

★ Limits obtained assuming survivors are 
actually DM clumps and comparing with 
clumps from N-body simulations

BSM



XLIX IMFP. Benasque, September 8, 2022 J. Rico - Gamma-ray Astronomy

★ Group of gravitationally bound galaxies

★ Largest and youngest (i.e. closest) structures in 

the Universe

★ Huge amounts of dark matter (M ~ 1015 M⊙), but 

not highly concentrated (except for sub-halos)

✦ good candidates to look for DM decay 

✦ (only hard constraint: DM lifetime should be larger 

than Hubble time: 1017s)


★ Complex fields of view with possible 
foregrounds


★ Limits from Perseus cluster (MAGIC, 220h):               
𝜏DM > 1026 - 1027 s


★ Other investigated clusters:                          
Fornax (HESS),                                             
Coma (VERITAS+Fermi-LAT),                            
Virgo (Fermi-LAT)

Galaxy clusters
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Figure 1: Schematic view of the Perseus CG FoV. The location of the galaxies NCG 1275, IC 310, and NCG 1265 are marked with
colored stars (the location of NCG 1275 is coincident with the center of the Perseus CG). The large blurred red region represents
the expected DM decay signal morphology (based on Sánchez-Conde et al., 2011). The nominal position of the two pointing
modes labeled A and B are shown as open red circles whereas the di↵erent pointing positions of the telescopes around these two
pointing mode directions are labeled W0.40+XXX and W0.26+YYY (for pointing modeA and B respectively) and are shown as red
wide dots. ON/OFF regions from opposing pointings (e.g. ON from W0.40+157 and OFF from W0.40+337, where OFF center
position is marked with an empty star) are analyzed in pairs. R1 is the region around NCG 1275 defined by ✓ < ✓min (shown with
dashed black arrows only for OFF) with respect to NGC 1275’s direction. R2 is the region defined between ✓min < ✓ < ✓max and are
shown as blue regions for ON and OFF. Dark matter is searched within R2 while R1 is used to evaluate the gamma-ray emission
activity of NGC 1275 for each given dataset.

two di↵erent observation pointing modes (here labelled A and B). The gamma-ray emitting radio-galaxy
NGC 1275 is located at the dynamical center of the cluster (see Figure 1), and for observation mode A,
four symmetric pointing positions are taken at 0.4� distance around this point. In pointing mode B, the
instrument wobbles around a point half-distance between NGC 1275 and IC 310 (pointing alternately in
two of the pointing positions of mode A). The galaxy NGC 1265 is another important object in the FoV.
NGC 1265 is clearly visible in X-rays (Sun et al., 2005) and, albeit never detected above E > 1 GeV, is
treated as a potential gamma-ray emitter in the analysis.

During the observation campaign, the MAGIC telescopes underwent several hardware upgrades (Aleksić

6

 [GeV]DMm
310 410 510

 [s
]

LL τ
95

%
 

2310

2410

2510

2610

2710

2810

2910

3010

Perseus (202h)

 68% containment0H

 95% containment0H

 median0H

bb

 [GeV]DMm
310 410 510

 [s
]

LL τ
95

%
 

2310

2410

2510

2610

2710

2810

2910

3010

Perseus (202h)

 68% containment0H

 95% containment0H

 median0H

-W+W

 [GeV]DMm
310 410 510

 [s
]

LL τ
95

%
 

2310

2410

2510

2610

2710

2810

2910

3010

Perseus (202h)

 68% containment0H

 95% containment0H

 median0H

-τ+τ

 [GeV]DMm
310 410 510

 [s
]

LL τ
95

%
 

2310

2410

2510

2610

2710

2810

2910

3010

Perseus (202h)

 68% containment0H

 95% containment0H

 median0H

-µ+µ

Figure 3: 95% CL lower limit on the DM decay lifetime (solid line) in the bb̄ (top-left), W+W� (top-right), ⌧+⌧� (bottom-left) and
µ+µ� (bottom-right) channels using 202 h of Perseus CG data. The expected limit (dashed line) and the two sided 68% and 95%
containment bands are also shown.

detected by MAGIC in the observation time is lower than 1). 95% CL lower limits on the DM particle decay
lifetime ⌧DM for each decay channel are obtained with a binned likelihood analysis (80 GeV to 10 TeV in
10 logarithmic-spaced bins3) using Jdec = 1.5⇥1019 GeV cm�2 (see Section 2). The results for leptonic and
hadronic decays are shown in Figure 3 where also reported are the two-sided 68% and 95% containment
bands and the median for the null hypothesis, computed from the distribution of the lower limits obtained
from the analysis of 300 realizations of the null hypothesis. This consist of MC simulations in which both
ON and OFF regions are generated from pure background probability density functions, assuming both
similar exposures for the real data, and i taken as a nuisance parameter in the likelihood function. We
reach sensitivities ⌧DM > 1026 s where no evidence for decaying DM is found in either decay mode.

3Empty bins are merged with neighbouring ones.
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★ All-sky diffuse gamma-ray emission 
measured by EGRET, Fermi-LAT


★ Sources:

✦ Unresolved members of extragalactic/high-

latitude galactic sources:

✤ AGNs


✤ Star-forming galaxies


✤ Millisecond pulsars


✦ Dark matter?


★ DM signal searched for in the auto-
correlation power spectrum or cross-
correlation with catalogues of astronomical 
objects

✦ DM leaves imprints at different angular scales 

than other sources

✦ Degeneracies broken by investigating in different 

energy windows and different catalogues

Isotropic gamma-ray background

77
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where dn/dM is the comoving number density of dark
matter halos per unit mass range, ⇢host(r|M) is the den-
sity profile of dark matter halos of mass M , and bsh(M)
is the so-called “boost factor” due to the presence of sub-
halos inside parent dark matter halos. See Ref. [17] for
how to evaluate Eq. (3) as well as for the cosmological
parameters used in the calculation. The boost factor,
bsh, depends on the minimum mass of possible subhalos
as well as on the host halo mass. For the minimum sub-
halo mass, we use the standard value for the cold dark
matter particles, 10�6M�.

Let us specify some important details of the model. As
the rate of annihilation depends on local density squared,
the results are sensitive to how clumpy dark matter ha-
los are. There are two important quantities related to
clumpiness. One is the so-called “concentration parame-
ter” of the density profile of halos, and we use the model
developed in Ref. [26] for M < 2.5 ⇥ 1014M� and that
in Ref. [27] otherwise. This model yields results simi-
lar to the latest work [28]. We find that the most of
the contributions to the anisotropy come from subhalos
inside the large-mass halos (M & 1010M�) at low red-
shifts (z . 0.1) [17]. The concentration parameters of
such large-mass halos have been well characterized. An-
other important quantity is the boost factor due to sub-
halos, and we use the model developed by Gao et al. [29].
Their power-law scaling with mass, bsh / M0.39, is re-
cently challenged by Sánchez-Conde and Prada [30], who
claim to find significantly weaker dependence of bsh on
M . This greatly reduces the amplitude of anisotropies as
well as the mean intensity. While we continue to adopt
the model of Ref. [29] as the main model in this paper,
our conclusion changes if the model of Ref. [30] turns
out to be correct. This is the largest uncertainty in our
model, and is common to all the extragalactic constraints
discussed in the literature.

In Fig. 1, we show Idm(E) from annihilation of 100-
GeV dark matter purely into bb̄ with h�vi = 3 ⇥
10�26 cm3 s�1, as well as from two astrophysical sources:
blazars and star-forming galaxies. For both populations,
we treat spectrally hard and soft sub-populations, sepa-
rately: BL Lacs (E�2.1) and flat-spectrum radio quasars
(E�2.4) for the blazars; starbursts (E�2.2) and normal
spirals (E�2.7) for the star-forming galaxies. The mean
intensity of these sources is computed in a similar manner
to dark matter, using Eq. (1) but by replacing Wdm with
a window function of each population and h�2i with 1 (as
they trace density). The window function WX , where X
represents either star-forming galaxies or blazars, is given
by

WX([1 + z]E, z) = �2

Z Llim

0
dL�X(L, z)FX(L, z), (4)

where L is the di↵erential luminosity (i.e., the num-
ber of gamma-ray photons emitted per unit time, per
unit energy range) at energy (1 + z)E, and FX(L, z) =
(1 + z)2L/(4⇡d2L) is the di↵erential number flux at en-
ergy E from a source X at z. The upper limit of the

FIG. 1. Predicted mean intensity spectra of di↵use gamma-
ray background. The dashed, dot-dashed, and dotted lines
show the contributions from dark matter annihilation (pa-
rameters adopted are also shown), blazars, and star-forming
galaxies (labeled as SFGs), respectively. The solid line shows
the sum, while the points with error bars show the Fermi-LAT
data [31].

integration Llim corresponds to the flux sensitivity of
Fermi, Flim, integrated above 100 MeV, and we adopt
Flim = 4 ⇥ 10�9 cm�2 s�1 (3 ⇥ 10�8 cm�2 s�1) for
hard (soft) sources. For the luminosity function, �X ,
for blazars, we adopt the luminosity-dependent density
evolution model separately for BL Lacs [32] and flat-
spectrum radio quasars [33], which both roughly be-
have as a broken power law in luminosity. For the lu-
monosity function of star-forming galaxies, we adopt the
infrared luminosity function [34], which behaves as a
power law with a cuto↵ luminosity, again separately for
spiral and starburst galaxies. Finally such an infrared
luminosity function is converted to the gamma-ray lu-
minosity function by using the correlation between in-
frared and gamma-ray lumonosity calibrated with Fermi:
L� / L1.17

IR [35].
Figure 1 shows that the annihilation signal is below

the current measurements as well as the predicted astro-
physical contributions. This situation, however, changes
completely when we consider the cross correlation of
anisotropies.

III. CROSS CORRELATION WITH 2MASS
GALAXY CATALOG

We consider the cross-correlation power spectrum,
Cdm,g

` , between the fluctuations in the gamma-ray in-
tensity �Idm, and the galaxy density contrast �g. It is
defined by

h�Idm(n̂)�g(n̂+ ✓)i =
X

`

2`+ 1

4⇡
Cdm,g

` P`(cos ✓), (5)

Ando et al. PRD 90 (2014) 023514
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FIG. 2. Predicted angular cross-power spectra of gamma-
ray emission in 5–10 GeV and the distribution of galaxies
measured by the 2MASS Redshift Survey. The dashed, dot-
dashed, and dotted lines show the contributions from dark
matter annihilation, blazars, and star-forming galaxies, re-
spectively. The solid line shows the sum, while the points
with the boxes show the errors expected after five-year obser-
vations of Fermi-LAT. The particle physics model is the same
as in Fig. 1.

where P`(cos ✓) is the Legendre polynomials. Each mul-
tipole roughly corresponds to an angular size of ✓ ⇡ ⇡/`.
We compute Cdm,g

` as

Cdm,g
` =

Z
d�

�2
Wdm(�)Wg(�)P�2,g

✓
k =

`

�
,�

◆
, (6)

where Wg is the galaxy window function, normalized to
unity after integration over �. The angular cross-power
spectrum is determined by the three-dimensional cross-
power spectrum of �2 and galaxies, P�2,g(k). We model
this power spectrum as P�2,g(k) = bgP�2,�(k), where bg
is the so-called galaxy bias factor. We use bg = 1.4 for
galaxies in the 2MASS catalog [36].

To compute P�2,�(k), we extend the formalism given
in Ref. [17] to the cross correlation and obtain P�2,� =
P 1h
�2,� + P 2h

�2,�, where

P 1h
�2,� =

✓
1

⌦m⇢c

◆3 Z
dM

dn

dM
ũ(k|M)ṽ(k|M)M

⇥ [1 + bsh(M)]

Z
dV ⇢2host(r|M), (7)

P 2h
�2,� =

✓
1

⌦m⇢c

◆2 ⇢Z
dM

dn

dM
ũ(k|M)b1(M, z)

⇥[1 + bsh(M)]

Z
dV ⇢2host(r|M)

�

⇥
Z

dM
dn

dM
Mṽ(k|M)b1(M, z)

�
Plin(k, z),(8)

FIG. 3. Predicted cross-correlation coe�cients,
C�,g

` /
p

C�
` C

g
` , between gamma rays from dark matter

(solid), blazars (dashed), or star-forming galaxies (dotted),
and the 2MASS Redshift Survey galaxies.

where Plin(k, z) is the linear matter power spectrum,
b1(M, z) is the linear halo bias, and ũ(k|M) and ṽ(k|M)
are the Fourier transform of gamma-ray emissivity and
density profiles, respectively, which are both normalized
to unity after integration over volume.
For the cross correlation of the astrophysical sources

with 2MASS galaxies, we use Eq. (6) with a proper re-
placement of Wdm with the astrophysical window func-
tion [Eq. (4)]. We also replace the power spectrum P�2,g

with PX,g, and we approximate it as PX,g ⇡ bXbgP�,
where P� is the matter power spectrum. For both blazars
and star-forming galaxies, we assume bX = 1.4 for their
bias parameters.
The angular power spectrum defined by Eq. (6) has

units of intensity times solid angle, and it is propor-
tional to h�vi. In Fig. 2, we show the predicted Cdm,g

`
with the 2MASS Redshift Survey [22], assuming h�vi =
3 ⇥ 10�26 cm3 s�1 in the energy range of 5–10 GeV,
for 100-GeV dark matter annihilating into bb̄. We also
show the predicted cross spectra with the 2MASS Red-
shift Survey for blazars and star-forming galaxies, respec-
tively. Remarkably, we find that the dark matter-galaxy
correlation dominates over the other astrophysical con-
tributions. This is because the low-redshift (z . 0.1)
2MASS galaxies are less correlated with the astrophysical
gamma-ray sources than with dark matter annihilation.
The galactic emission due to cosmic ray interactions is
much more concentrated at the halo center than dark
matter annihilation; thus, while the former is easier to
be identified with nearby individual sources, the latter
yields the larger luminosity density in a local volume.1

It is therefore important to use a local galaxy catalog

1 For example, several star-forming galaxies in the local volume

Cross-corr with 2MASS Redshift galaxy survey 
E ∈ [5,10] GeV
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