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1. C-IC transition problem in 2D classical systems
• Originally introduced independentely by Osltund, and Huse and Fisher.

Question: How does the melting of an ordered period-p phase into an 
incommensurate one occurs and what is its nature ?
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Our analysis addresses systems where, in the
commensurate phase, one of p =2, 3, . .. distinct
sublattices, A, &, C, . .., Df substrate adsorp-
tion "sites" is preferentially occupied while, in
the melted phase, the sublattices are no longer
physically distinguished. The sublattices display
an abstract "internal" or "global" symmetry, say
Y~, which permutes them. In particular, we con-
sider p&& 1 rectangular phases, in which an ad-
sorbate on a rectangular substrate has an x-axis
lattice constant P times the corresponding sub-
strate lattice constant, and p =3 hexagonal phases
on hexagonal substrates, such as the ~3&&~3
phase of He or Kr on graphite. ' 4
Since the commensurate ordered phases display

the internal, global symmetry, F~, it is not un-
natural to expect that the corresponding melting
transitions should be in the universality classes
represented by the Ising (P =2), Potts (P - 3), or
symmetric clock (p- 3) models" which exhibit
matching symmetry. These models can be real-
ized with "spin" variables n; =0, 1, . . ., (p —1) at
sites i,j, . . . of some lattice and nearest-neighbor
"ferromagnetic" couplings: The clock form
—&cos[2~(n, -~,)/p], which favors pairs 00, 11,. ..
equally over 01,10,12,21, etc. , is general for
p =2 or 3. On this basis one thus predicts con-
tinuous melting for P =3 systems; further, the
specific heat should diverge with the Potts expo-
nent & =~, a conclusion apparently confirmed,
for a least one coverage, in studies of He on
graphite. '
Now the full symmetry of these simple p-state

models on a given lattice is the direct product of
the internal symmetry, F~, and the independent
lattice symmetry, say I-. Some inspection re-
veals, however, that this model symmetry does
not in general match the real physical symmetry,
say G, which is, at best, a subgroup of K~&1..
This can be seen in a physically informative way
by considering an ideal, single-domain sample
and examining the heterodomain fluctuations
which, ultimately, are responsible for its melt-
ing. Figure 1 illustrates, for P =3, some such
fluctuations, first, topologically and, below, as
microscopic subdomains of an adsorbate (shown
schematically with neglect of small displacements
around the adsorption sites which do not affect
the disordering directly' ). In the standard three-
state Potts/clock model the subdomain free ener-
gy is IZ, (T), where I is the total length of domain
wall and Z, (T) is the wall tension: this is the
same between any pair of domains. But micro-
scopically, as evident from Fig. 1, for both rec-
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FIQ. 1. Heterodomain fluctuations in p = 3 rectangu-
lar and hexagonal commensurate phases illustratir@,
in the lower part of the figure, the occurence of
"heavy" (single line) and "light" (double line) domain
walls. The labels A, B, and C correspond, in the up-
per part, to occupation of one of the three equivalent
sublattices illustrated in the lower part.

tangular and hexagonal phases there are (at least)
two. configurationally distinct types of wall, say
"heavy" and 'light. " [Topologically, there are
(p —1) types of wall. ] Furthermore, because of
the asymmetric, repulsive-versus-attractive na-
ture of interactions between real atoms, differ-
ent walls will, in general, have different tensions,
say &,(T, f) and & (T,&). In particular, heavy
walls will, normally, be favored (i.e., &+ && )
by an "overpressure, "while an "underpressure"
favors light walls; for some chemical potential,
say f,(T), one should find Z, =Z
It follows that subdomains which differ on1y in

their lattice orientation can have quite different
free energies (see Fig. 1). Thus in a rectangular
phase, a domain sequence A I BI C I A, with walls
predominantly parallel to the y axis, will be dis-
tinguished from the mirror sequence A I CI BIA.'
Likewise in a hexagonal phase the heavy wall
junction (4. ,B,C) has a different free energy from
(A, C,B). These examples demonstrate the
"chiral" character of the heterodomain fluctua-
tions in real adsorbed phases and establish that
appropriate model Hamiltonians should embody
a symmetry lower than ~~&I .'
The presence of a lowered symmetry suggests

transitions of a new, chiral character: But "Does
the breaking of the full K~&I- symmetry in real
systems represent a relevant perturbation of
pure Potts or clock criticality~" If the symmetry
breaking is relevant, pure Potts behavior should
appear, ' e.g. , as in Fig. 2(a), only at an isolated
multicritical point, P (where L =0,), lying on a
chiral transition line whose chirality switches at
P.' Conversely, if the perturbation is irrelevant,
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Figure 1. The two possible phase diagrams for � < �c1: ei-
ther the transition is immediately a two-step one through an
intermediate critical floating phase, or it is a direct one in the
chiral universality class.

where the sum runs over pairs of nearest neighbors. It has
been shown35 that there is an exact critical line known
from duality where the correlation length exponent varies
continuously from the four-state Potts model (� = 1) to
the clock model (� = 0) equivalent to two decoupled Ising
models as:

⌫ =
1

2� ⇡

2 arccos(��)�1
(2)

To our knowledge there is no known theoretical value
known for �̄, but it is believed to be larger than 1, im-
plying that the product ⇠q ! 0 along this line8. The
chiral Ashkin-Teller model can be defined by adding a
chiral perturbation along the x-direction:

H = H0 +�
X

x,y

(⌧x+1,y�x,y � �x+1,y⌧x,y) (3)

This model was originally introduced by Schulz10, who
showed that the chiral perturbation is irrelevant for � >

�c1 ⇠ 0.9779. For large enough values of �, the C-IC
transition is expected to be a two-step transition sepa-
rated by a floating phase. For � < �c1 , for small enough
values of � two possibilities arise, either the transition is
two-step and the floating phase opens right away or the
transition is unique and belong to the chiral universality
class with ⌫x = �̄. The two di↵erent scenarios are de-
picted in Fig. 1. On the other hand, for � > �c1 , the
perturbation is irrelevant, and for small enough values of
�, the transition is expected to be in the AT universality
class. The parameter range between �c1 and the Potts
limit is very small, actually too small to be observed nu-
merically as we shall see. For larger �, beyond this small
range of AT transition, the question of a unique chiral
transition or a floating phase remains unchanged.

For the rest of the paper, we will refer to the � = 1
case as the four-state chiral Potts model and to the � = 0
case as the chiral clock-Ising model in reference to their
respective universality classes at � = 0.

III. METHODOLOGY

We use the same methodology already developed in
the previous work on the three-state chiral Potts model36

where more details are available.

A. CTMRG

The CTMRG algorithm was first introduced by Oku-
nishi and Nishino37. It is a numerical method which
combines Baxter’s corner matrices38 and Steve White’s
renormalisation group density matrix method39. It is
most commonly used for two dimensional quantum sys-
tems as a contraction algorithm of wave functions40, but
has recently shown promising results on classical systems
as well41–43.
The investigation of classical systems with tensor net-

works is done by expressing the partition function in
the thermodynamic limit as an infinite tensor network
and contracting it. CTMRG sets a way to contract
such an infinite square tensor network made of local ten-
sors a on each vertex as shown in Fig. 2. In particu-
lar, it allows one to express the Gibbs measure observ-
ables as a contraction made of eight tensors denoted by
T = {C1, T1, C2, T2, C3, T3, C4, T4}, with corner tensors
Ci of dimension �⇥� and row/ column tensors Ti of di-
mensions �⇥4⇥�. The parameter � is what controls the
numerical approximation and is usually referred to as the
bond dimension. The local tensors a can be expressed in
many di↵erent ways, we choose the most common one
given by

ai1i2i3i4 =
X

j1j2j3j4

q
Q

x

i1j1

q
Q

x

j3i3

q
Q

y

i2j2
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(4)

with Q
x/y

ij
the Boltzmann weight matrices between two

spins on the horizontal/vertical axis. In the (�, ⌧) =
{(1, 1), (1,�1), (�1, 1), (�1,�1)} basis, Qx is given by:
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with

x0 = �(�+ 2), x1 = ��(2�+ �)

x3 = �(�� 2), x2 = �(2�� �))

Q
y is defined similarly with � = 0.
CTMRG therefore provides an easy way to measure

directly local observable and two points functions.
The algorithm can be summarised in two steps44:
(i) Update: each corner matrix is extended by adding

a row, a column and a local a tensor. And each row/
column tensor is extended by adding a local tensor a.
We illustrate this step for the tensors C1 and T1 in Fig.
3. The other tensors are updated similarly.
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Commensurate-Incommensurate transitions
• p > 4 : Either first order or two-step transition.
• p = 3,4 ?

Huse and Fisher PRL 1982

• p = 2: no floating phase.
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Figure 2. Full iteration for the corner and row tensor CL and
T x.

and a with CR to form C̃R. Similarly, the local tensor a
is contracted with each row tensor. The bond dimension
of the row and corner tensors has increased by a factor 3.
So, without some approximation, the dimension increases
exponentially with the number of iterations.

(2) Truncation: in order to reduce the dimension, each
tensor has to be truncated. This truncation is done by
unitary matrices Ui, called isometries, that reduce the
dimension of the tensors to �. Multiple choices of uni-
tary matrices have been proposed in the literature. We
use those suggested by Orus and Vidal47. They are con-
structed by applying the singular value decomposition on
reduced density matrices defined with the corner trans-
fer matrices C̃L and C̃R. The symmetries allow us to use
three di↵erent isometries.

Ux
0SxV 0

x
†
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†
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0SLV 0

L
†
= C̃LC̃L
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= C̃R
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We then truncate the singular matrices U 0
i into Ui by

keeping only the � largest singular values.
One of the main advantages of the method is that it

gives direct access to the transfer matrices and their spec-
trum in both the x and y directions. We denote their
normalized (�1 = 1) ordered eigenvalues as

�j = e�✏j�i�j , j 2 N⇤ (3)

With this notation, the correlation length and the wave
vector are given by

⇠ =
1

✏2
, q = �2 (4)

The accuracy of the results is controlled by the param-
eter �. Results would be exact in the � ! 1 limit, and
an empirical way to get estimates of physical observables
consists in extrapolating results in 1/�. However, it has
been suggested48 that a smoother, essentially linear scal-
ing can be obtained for the inverse correlation length with
respect to the di↵erence between higher eigenvalues of the
transfer matrix, � = ✏i � ✏j , (i, j 6= 1). We noticed that
the wave vector also scales linearly with the di↵erence of
phases of higher eigenvalues, �0 = �i ��j , (i, j 6= 1) (Fig.
3). As the bond dimension � goes to infinity, one expects
all these di↵erences to go to zero. This is the scaling we
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Figure 3. Linear extrapolation for both the inverse correlation
length (top) and wave vector (bottom) as suggested by Eqs
5. and 6 with � 2 [200, 300]. Each color represents a di↵erent
temperature.

have used throughout the paper to take the infinite �
limit for the correlation length and the wave vector.

1

⇠(�)
=

1

⇠exact
+ b�(�) (5)

q(�) = qexact + b0�0(�) (6)

In practice, we chose

� = ✏4 � ✏2, �0 = �4 � �2 (7)

at high temperature, and

� = ✏7 � ✏4 (8)

at low temperature.
By keeping track of the energy di↵erence �E between

two iterations, we say that the algorithm converges up
to some precision �E if there is a value of N such that
�EN < �E and �En+1 < �En for every iteration n < N .
The larger �, the smaller the reachable precision �E . To
find out which precision was necessary, we looked at the
Potts model. If �E is too large, the e↵ective exponent
⌫(t) shows discontinuities. For all simulations used to
compute the e↵ective exponents ⌫ and �̄ we imposed
�E ' o(10�9). In order to achieve such a precision, all the
simulations were done with a minimum bond dimension
� = 200. Even with such a bond dimension, some parts
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tary matrices have been proposed in the literature. We
use those suggested by Orus and Vidal47. They are con-
structed by applying the singular value decomposition on
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vector are given by
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The accuracy of the results is controlled by the param-
eter �. Results would be exact in the � ! 1 limit, and
an empirical way to get estimates of physical observables
consists in extrapolating results in 1/�. However, it has
been suggested48 that a smoother, essentially linear scal-
ing can be obtained for the inverse correlation length with
respect to the di↵erence between higher eigenvalues of the
transfer matrix, � = ✏i � ✏j , (i, j 6= 1). We noticed that
the wave vector also scales linearly with the di↵erence of
phases of higher eigenvalues, �0 = �i ��j , (i, j 6= 1) (Fig.
3). As the bond dimension � goes to infinity, one expects
all these di↵erences to go to zero. This is the scaling we
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to some precision �E if there is a value of N such that
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The larger �, the smaller the reachable precision �E . To
find out which precision was necessary, we looked at the
Potts model. If �E is too large, the e↵ective exponent
⌫(t) shows discontinuities. For all simulations used to
compute the e↵ective exponents ⌫ and �̄ we imposed
�E ' o(10�9). In order to achieve such a precision, all the
simulations were done with a minimum bond dimension
� = 200. Even with such a bond dimension, some parts
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Figure 3. Sketch of the full iteration for the corner and row
tensors C1 and T1.

(ii)Truncation: the update increases the bond dimen-
sion of the environment tensors by a factor 4. In order
to avoid an exponentially growing bond dimension one
needs to project the tensors into a subspace. The isome-
tries are given by doing the singular value decomposi-
tion on some density matrices and keeping only the �

largest singular values. The choice of the density matri-
ces influences greatly the convergence of the algorithm.
We choose the ones originally proposed by Nishino and
Oknishi and given by:
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with C
0
i
the extended corner matrices. A full iteration for

one corner and one column tensor is illustrated in Fig. 3.
Both steps are repeated until the energy between two

iterations converges to some threshold, at which point we
consider the thermodynamic limit reached. We note that
the initial tensors represent the boundary conditions on
the infinite systems and influence the convergence of the
algorithm. We choose to set the boundary conditions to
be open as it gives the best convergence.

B. E↵ective exponents and critical temperatures

Our analysis is based on e↵ective exponents and some
general hypotheses regarding the nature of the transi-
tions. The e↵ective exponent of some physical quantity

A which behaves algebraically A ⇠ t
✓ is defined as:

✓e↵ =
d log(A)

d log(t)
(10)

with t =| T � Tc |, the reduced temperature. Due to
crossovers and various corrections, the e↵ective exponent
might not be equal to the critical exponent if evaluated
outside the critical regime but should converge to it as
t ! 0. If the C-IC transition is unique, e↵ective expo-
nents, and in particular ⌫e↵ from both sides of the tran-
sition, should converge to the same value at t = 0. It
turns out that this requirement is enough to fix Tc. On
the other hand, if the transition is two-step, due to the
exponential divergence of the correlation length from the
KT transition at high temperatures, asking for a unique
limit of ⌫e↵ from both sides of the transition will lead to
⌫ > 1. Such an exponent is unphysical and one can con-
clude that the hypothesis is wrong. Thus, the transition
must be two-step. In that case, fixing TKT by looking for
the regime where ⌘ = 1/4 turned out to be more accurate
than fitting the correlation with an exponential, where ⌘

is the exponent of the decay of the spin-spin correlation
function:

hS0 · Sri = h⌧0⌧ri+ h�0�ri / r
�⌘ (11)

TPT is fixed by the condition limt!0 ⌫
y

e↵ = 1 from the
ordered phase. From now on, we will use ⌫

HT and ⌫
LT

to denote the limit of the e↵ective exponent from the
respective high and low temperature regimes.

C. Extrapolation of the correlation length and
wave-vector

The correlation length and wave-vector can be easily
computed through partial diagonalisation of transfer ma-
trices. If one denotes the normalised ordered eigenvalues
of the transfer matrix with �i = ✏je

i�j , j = 1, 2, . . ., then
the correlation length and wave-vector are given by:

⇠ =
1

✏2
, q = �2 (12)

This estimation, which corresponds to a given finite bond
dimension, can be improved using extrapolations45 with
respect to gaps (�) within the transfer matrix spectrum.
Rams et al suggested that the inverse correlation length
scales linearly such that:

1

⇠exact
= ✏2 + � (13)

�exact = �2 + �
0 (14)

Various gaps � can be used. In particular, in the disor-
dered phase we systematically used � = ✏4 � ✏2. In some
cases the energy levels of the transfer matrices cross and
in order to follow a given gap closing, we extrapolate us-
ing di↵erent eigenvalues. An example of such a case is
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Using the corner-transfer matrix renormalization group approach, we revisit the three-state chiral
Potts model on the square lattice, a model proposed in the eighties to describe commensurate-
incommensurate transitions at surfaces, and with direct relevance to recent experiments on chains
of Rydberg atoms. This model was suggested by Huse and Fisher to have a chiral transition in the
vicinity of the Potts point, a possibility that turned out to be very di�cult to definitely establish
or refute numerically. Our results confirm that the transition changes character at a Lifshitz point
that separates a line of Pokrosky-Talapov transition far enough from the Potts point from a line
of direct continuous order-disorder transition close to it. Thanks to the accuracy of the numerical
results, we have been able to base the analysis entirely on e↵ective exponents to deal with the
crossovers that have hampered previous numerical investigations. The emerging picture is that of a
new universality class with exponents that do not change between the Potts point and the Lifshitz
point, and that are consistent with those of a self-dual version of the model, namely correlation
lengths exponents ⌫x = 2/3 in the direction of the asymmetry and ⌫y = 1 perpendicular to it, an
incommensurability exponent �̄ = 2/3, a specific heat exponent that keeps the value ↵ = 1/3 of
the three-state Potts model, and a dynamical exponent z = 3/2. These results are in excellent
agreement with experimental results obtained on reconstructed surfaces in the nineties, and shed
light on recent Kibble-Zurek experiments on the period-3 phase of chains of Rydberg atoms.

I. INTRODUCTION

Since its introduction by Ostlund1 and Huse2 in the
context of commensurate-incommensurate transitions,
the chiral Potts model has been the focus of an unin-
terrupted activity both in its two-dimensional statisti-
cal physics formulation1–24, and in its one-dimensional
quantum version25–36. When the asymmetry parame-
ters are allowed to take arbitrary complex values, this
defines a family of models, some of them with complex
Botzmann weights, and several exact results have been
obtained over the years17–20. In particular, there is a
two-parameter family of integrable models with rather
unusual properties17–19.

However, the physical properties of the chiral 3-state
Potts model introduced by Ostlund and Huse are not
fully understood. This model is defined in terms of local
variables n~r = 0, 1, 2 on a square lattice by the energy

E = �
X

~r

cos[2⇡/3(n~r+~x � n~r +�)]

�
X

~r

cos[2⇡/3(n~r+~y � n~r)] (1)

where ~x and ~y are the basis vectors of the lattice. For
this model, with only a real asymmetry parameter � in
one direction, there is no exact solution except at the
Potts point � = 0. At that point, the critical temper-
ature is known exactly from a duality argument, Tc =
3/[2 ln(

p
3+1)], and the correlation length diverges with

an exponent ⌫ = 5/6. Away from this point, the chiral
perturbation introduced by � is relevant, and the tran-
sition has to be modified in an essential way. One possi-
bility is that a critical floating phase opens immediately,
bounded by a Kosterlitz-Thouless transition37 at high
temperature and a Pokrovsky-Talapov transition38,39

at low temperature. However, Huse and Fisher sug-
gested in 1982 that the transition could remain a di-
rect commensurate-incommensurate transition up to a
Lifschitz point L, but in a new chiral universality class
characterized by q ⇠x ! C > 0, where ⇠x is the cor-
relation length in the x direction, and q is the incom-
mensurate vector in the high temperature phase3. More
precisely, if ⇠x diverges as 1/t⌫x , where t = (T � Tc)/Tc,
and q vanishes as t�̄ , then this universality class would
be characterized by ⌫x = �̄, by contrast to the Potts
point, where ⌫x = 5/6 and �̄ = 5/3. While all numeri-
cal results seem to be consistent with a single transition
for not too large �, it has proven exceedingly di�cult
to determine these critical exponents, either numerically
with Monte Carlo4,11,12, or using finite-size renormaliza-
tion group7,10 or finite-size transfer matrix13,16, and the
question remains unsettled as to whether there is indeed
a chiral transition, or rather a very narrow floating phase
up to the Potts point.

In this paper, we revisit this issue using a more recent
numerical approach, the corner transfer matrix renormal-
ization group (CTMRG), and a di↵erent strategy. Rather
than trying to measure the product q ⇠x along the tran-
sition line, which, as we shall see, is not precise enough
because of severe and incompatible crossover regimes, we
study separately the scaling of the correlation lengths ⇠x
and ⇠y, of the wave vector q, and of the specific heat C
assuming that crossover regimes have to be overcome to
reveal the true critical behaviour of these quantities. To
achieve this, we systematically study the behaviour of ef-
fective exponents close to the transition, a method intro-
duced in the study of imperfect surfaces40 and proven to
be useful in the study of the Lifshitz point of the ANNNI
model41. As we shall see, the picture that emerges is that
of a unique universality class between the Potts point and
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However, the physical properties of the chiral 3-state
Potts model introduced by Ostlund and Huse are not
fully understood. This model is defined in terms of local
variables n~r = 0, 1, 2 on a square lattice by the energy

E = �
X

~r

cos[2⇡/3(n~r+~x � n~r +�)]

�
X

~r

cos[2⇡/3(n~r+~y � n~r)] (1)

where ~x and ~y are the basis vectors of the lattice. For
this model, with only a real asymmetry parameter � in
one direction, there is no exact solution except at the
Potts point � = 0. At that point, the critical temper-
ature is known exactly from a duality argument, Tc =
3/[2 ln(

p
3+1)], and the correlation length diverges with

an exponent ⌫ = 5/6. Away from this point, the chiral
perturbation introduced by � is relevant, and the tran-
sition has to be modified in an essential way. One possi-
bility is that a critical floating phase opens immediately,
bounded by a Kosterlitz-Thouless transition37 at high
temperature and a Pokrovsky-Talapov transition38,39

at low temperature. However, Huse and Fisher sug-
gested in 1982 that the transition could remain a di-
rect commensurate-incommensurate transition up to a
Lifschitz point L, but in a new chiral universality class
characterized by q ⇠x ! C > 0, where ⇠x is the cor-
relation length in the x direction, and q is the incom-
mensurate vector in the high temperature phase3. More
precisely, if ⇠x diverges as 1/t⌫x , where t = (T � Tc)/Tc,
and q vanishes as t�̄ , then this universality class would
be characterized by ⌫x = �̄, by contrast to the Potts
point, where ⌫x = 5/6 and �̄ = 5/3. While all numeri-
cal results seem to be consistent with a single transition
for not too large �, it has proven exceedingly di�cult
to determine these critical exponents, either numerically
with Monte Carlo4,11,12, or using finite-size renormaliza-
tion group7,10 or finite-size transfer matrix13,16, and the
question remains unsettled as to whether there is indeed
a chiral transition, or rather a very narrow floating phase
up to the Potts point.

In this paper, we revisit this issue using a more recent
numerical approach, the corner transfer matrix renormal-
ization group (CTMRG), and a di↵erent strategy. Rather
than trying to measure the product q ⇠x along the tran-
sition line, which, as we shall see, is not precise enough
because of severe and incompatible crossover regimes, we
study separately the scaling of the correlation lengths ⇠x
and ⇠y, of the wave vector q, and of the specific heat C
assuming that crossover regimes have to be overcome to
reveal the true critical behaviour of these quantities. To
achieve this, we systematically study the behaviour of ef-
fective exponents close to the transition, a method intro-
duced in the study of imperfect surfaces40 and proven to
be useful in the study of the Lifshitz point of the ANNNI
model41. As we shall see, the picture that emerges is that
of a unique universality class between the Potts point and
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Using the corner-transfer matrix renormalization group approach, we revisit the three-state chiral
Potts model on the square lattice, a model proposed in the eighties to describe commensurate-
incommensurate transitions at surfaces, and with direct relevance to recent experiments on chains
of Rydberg atoms. This model was suggested by Huse and Fisher to have a chiral transition in the
vicinity of the Potts point, a possibility that turned out to be very di�cult to definitely establish
or refute numerically. Our results confirm that the transition changes character at a Lifshitz point
that separates a line of Pokrosky-Talapov transition far enough from the Potts point from a line
of direct continuous order-disorder transition close to it. Thanks to the accuracy of the numerical
results, we have been able to base the analysis entirely on e↵ective exponents to deal with the
crossovers that have hampered previous numerical investigations. The emerging picture is that of a
new universality class with exponents that do not change between the Potts point and the Lifshitz
point, and that are consistent with those of a self-dual version of the model, namely correlation
lengths exponents ⌫x = 2/3 in the direction of the asymmetry and ⌫y = 1 perpendicular to it, an
incommensurability exponent �̄ = 2/3, a specific heat exponent that keeps the value ↵ = 1/3 of
the three-state Potts model, and a dynamical exponent z = 3/2. These results are in excellent
agreement with experimental results obtained on reconstructed surfaces in the nineties, and shed
light on recent Kibble-Zurek experiments on the period-3 phase of chains of Rydberg atoms.

I. INTRODUCTION

Since its introduction by Ostlund[1] and Huse[2] in the
context of commensurate-incommensurate transitions,
the chiral Potts model has been the focus of an unin-
terrupted activity both in its two-dimensional statisti-
cal physics formulation[1–24], and in its one-dimensional
quantum version[25–37]. When the asymmetry param-
eters are allowed to take arbitrary complex values, this
defines a family of models, some of them with complex
Botzmann weights, and several exact results have been
obtained over the years[17–20]. In particular, there is a
two-parameter family of integrable models with rather
unusual properties[17–19].

However, the physical properties of the chiral 3-state
Potts model introduced by Ostlund and Huse are not
fully understood. This model is defined in terms of local
variables n~r = 0, 1, 2 on a square lattice by the energy

E = �
X

~r

cos[2⇡/3(n~r+~x � n~r +�)]

�
X

~r

cos[2⇡/3(n~r+~y � n~r)] (1)

where ~x and ~y are the basis vectors of the lattice. For
this model, with only a real asymmetry parameter � in
one direction, there is no exact solution except at the
Potts point � = 0. At that point, the critical temper-
ature is known exactly from a duality argument, Tc =
3/[2 ln(

p
3+1)], and the correlation length diverges with

an exponent ⌫ = 5/6. Away from this point, the chiral
perturbation introduced by � is relevant, and the tran-
sition has to be modified in an essential way. One possi-
bility is that a critical floating phase opens immediately,
bounded by a Kosterlitz-Thouless transition[38] at high
temperature and a Pokrovsky-Talapov transition[39, 40]

at low temperature. However, Huse and Fisher sug-
gested in 1982 that the transition could remain a direct
commensurate-incommensurate transition up to a Lifs-
chitz point L, but in a new chiral universality class char-
acterized by q ⇠x ! C > 0, where ⇠x is the correlation
length in the x direction, and q is the incommensurate
vector in the high temperature phase[3]. More precisely,
if ⇠x diverges as 1/t⌫x , where t = (T �Tc)/Tc, and q van-
ishes as t�̄ , then this universality class would be char-
acterized by ⌫x = �̄, by contrast to the Potts point,
where ⌫x = 5/6 and �̄ = 5/3. While all numerical re-
sults seem to be consistent with a single transition for
not too large �, it has proven exceedingly di�cult to de-
termine these critical exponents, either numerically with
Monte Carlo[4, 11, 12], or using finite-size renormaliza-
tion group[7, 10] or finite-size transfer matrix[13, 16], and
the question remains unsettled as to whether there is in-
deed a chiral transition, or rather a very narrow floating
phase up to the Potts point.

In this paper, we revisit this issue using a more recent
numerical approach, the corner transfer matrix renor-
malization group (CTMRG), and a di↵erent strategy.
Rather than trying to measure the product q ⇠x along
the transition line, which, as we shall see, is not pre-
cise enough because of severe and incompatible crossover
regimes, we study separately the scaling of the corre-
lation lengths ⇠x and ⇠y, of the wave vector q, and of
the specific heat C assuming that crossover regimes have
to be overcome to reveal the true critical behaviour of
these quantities. To achieve this, we systematically study
the behaviour of e↵ective exponents close to the tran-
sition, a method introduced in the study of imperfect
surfaces[41] and proven to be useful in the study of the
Lifshitz point of the ANNNI model[42]. As we shall see,
the picture that emerges is that of a unique universal-
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of the phase diagram are not accessible to the algorithm.
In particular, if the point in the (T,�) plane is too close
to the transition, the algorithm is unable to reach the
required precision. For example, along the chiral tran-
sition line, the energy only converges up to 10�4/10�5

for typical values of �. Furthermore, when the chiral-
ity increases, the distance from the transition at which
the algorithm converges to �E ' o(10�9) increases. This
might be due to the growing asymmetry of the tensors.
At the Potts point, all tensors are symmetric, and the
algorithm converges to �E ' o(10�9) even at the criti-
cal temperature. Note also that the convergence of the
CTMRG algorithm depends on the choice of isometries.
The isometries of Eq. 2 turned out to be a good compro-
mise between computer time and convergence.

Furthermore, we have only considered values of ⇠ and
of q for which the scaling with � or �0 (see Fig. 3) was
linear to a very good approximation. This has allowed us
to reach maximum values ranging between 60 and 30 for
⇠y depending on the value of �, and significantly smaller
values for ⇠x for large �, of order 10 at � = 0.17. For
q, very small values could be reached for small � (for
instance q = 0.0018 at � = 0.02), but the minimum
accessible value increased significantly with � to reach
q = 0.034 at � = 0.17.

B. E↵ective exponents and Potts point

The precise numerical determination of critical expo-
nents is notoriously di�cult because of corrections to
scaling that severely limit the temperature range where
the actual critical exponents can be observed. If the nu-
merical data are precise enough however, and if the criti-
cal temperature is known with su�cient precision, a very
convenient way of dealing with this problem consists in
analyzing the limiting behaviour of e↵ective exponents40.
Suppose that a quantity A is expected to diverge as
A / |t|�✓. Then, if one defines an e↵ective exponent
✓(|t|) by

✓(|t|) = � d lnA

d ln |t| . (9)

the true exponent can be obtained as

✓ = lim
|t|!0

✓(|t|) (10)

To get a feeling for how important these corrections are,
and to benchmark our simulations, let us consider the
Potts point � = 0. At that point, the exponents are
known exactly49,50 and are given by ⌫ = 5/6 (correla-
tion length in both directions), �̄ = 5/3 (deviation from
commensurability in the disordered phase), and ↵ = 1/3.
Since the critical temperature is known exactly, the only
condition to use Eqs. 9,10 to get these critical expo-
nents is to have precise enough data for the correlation
length ⇠, the deviation from commensurability q, and
the specific heat C. This condition is necessary to get

small enough error bars when approximating Eq.9 by the
slope between two consecutive points. The results are
shown in Figs.4(a,b,c,d). The exponent �̄ has been ob-
tained by tracking the incommensurability along the line
� = T�Tc that terminates at the Potts point � = 0 and
T = Tc and not along the line � = 0 since the system re-
mains commensurate in the disordered phase along this
line. As one can see, the error bars are in most cases
very small and in any case always small enough to study
the limiting behaviour of the e↵ective exponents. The
results for ⌫ and �̄ nicely extrapolate to the true expo-
nents with an accuracy better than 10�2, but even for
these favourable cases corrections to scaling are impor-
tant, and extrapolating the e↵ective exponent is neces-
sary to get an accurate value. For ↵, the corrections to
scaling are very strong, as already known from Monte
Carlo simulations51, and even for a reduced temperature
as small as 0.0025, the lowest for which we could get pre-
cise enough values, the e↵ective exponent is still equal to
0.38, quite far from 1/3. One can do much better however
by considering the energy per site e, which is expected
to have a singularity at the critical temperature of the
form e � ec / |t|1�↵, where ec is the energy per site at
the critical temperature. For the Potts model, its exact
value is known. With the notation of Eq.1, it is given
by ec = �(1 +

p
3)/2. There are two main advantages

of using the energy instead of the specific heat. First of
all, additive corrections to scaling, which are expected to
be present, are amplified by taking the derivative, and
are thus bigger for the specific heat.52 Besides, for the
energy, we can get precise enough data to define the ef-
fective exponent much closer to Tc because we do not
have to take the numerical derivative. Altogether, the
results are much more precise, and for the point closest
to Tc, the e↵ective exponent we could get for 1 � ↵ is
equal to 0.653, implying a value of 0.347 for ↵, much
closer to 1/3. Note also that the e↵ective exponent is
still changing, and that its behaviour is consistent with
the expected limit 1/3. Actually, the form of the ad-
ditive correction to scaling is known exactly53, with an
exponent 2/3, implying an infinite slope for the e↵ective
exponent, consistent with our results. Trying to fit our
data leads however to a smaller exponent for the cor-
rection to scaling, of the order of 0.45, an e↵ect already
observed in Monte Carlo simulations51 and attributed to
higher-order corrections to scaling.

C. Critical temperature

The analysis in terms of e↵ective exponents is only pos-
sible if the critical temperature is known with su�cient
accuracy. To be more precise, since we can often reach
reduced temperatures |t| as small as 0.01 or even smaller,
the analysis of the e↵ective exponents requires to know
the critical temperature with a precision of about 10�4.
In that respect, the standard way to proceed, which con-
sists in using both the critical temperature and the ex-
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commensurability in the disordered phase), and ↵ = 1/3.
Since the critical temperature is known exactly, the only
condition to use Eqs. 9,10 to get these critical expo-
nents is to have precise enough data for the correlation
length ⇠, the deviation from commensurability q, and
the specific heat C. This condition is necessary to get
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sary to get an accurate value. For ↵, the corrections to
scaling are very strong, as already known from Monte
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be present, are amplified by taking the derivative, and
are thus bigger for the specific heat.52 Besides, for the
energy, we can get precise enough data to define the ef-
fective exponent much closer to Tc because we do not
have to take the numerical derivative. Altogether, the
results are much more precise, and for the point closest
to Tc, the e↵ective exponent we could get for 1 � ↵ is
equal to 0.653, implying a value of 0.347 for ↵, much
closer to 1/3. Note also that the e↵ective exponent is
still changing, and that its behaviour is consistent with
the expected limit 1/3. Actually, the form of the ad-
ditive correction to scaling is known exactly53, with an
exponent 2/3, implying an infinite slope for the e↵ective
exponent, consistent with our results. Trying to fit our
data leads however to a smaller exponent for the cor-
rection to scaling, of the order of 0.45, an e↵ect already
observed in Monte Carlo simulations51 and attributed to
higher-order corrections to scaling.

C. Critical temperature

The analysis in terms of e↵ective exponents is only pos-
sible if the critical temperature is known with su�cient
accuracy. To be more precise, since we can often reach
reduced temperatures |t| as small as 0.01 or even smaller,
the analysis of the e↵ective exponents requires to know
the critical temperature with a precision of about 10�4.
In that respect, the standard way to proceed, which con-
sists in using both the critical temperature and the ex-
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of the phase diagram are not accessible to the algorithm.
In particular, if the point in the (T,�) plane is too close
to the transition, the algorithm is unable to reach the
required precision. For example, along the chiral tran-
sition line, the energy only converges up to 10�4/10�5

for typical values of �. Furthermore, when the chiral-
ity increases, the distance from the transition at which
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instance q = 0.0018 at � = 0.02), but the minimum
accessible value increased significantly with � to reach
q = 0.034 at � = 0.17.
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✓(|t|) = � d lnA

d ln |t| . (9)

the true exponent can be obtained as

✓ = lim
|t|!0

✓(|t|) (10)
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T = Tc and not along the line � = 0 since the system re-
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Fig. 4. Effective exponents of the Potts model: (a) Correlation length ν; (b) Incommensurability β̄ ; (c) Specific heat α; 
(d) Energy per site 1 − α. In all cases the numerical data are consistent with the exact values ν = 5/6, β̄ = 5/3, and 
α = 1/3 in the limit T → Tc , but with significant corrections to scaling, especially for α. The values quoted in the left 
two panels are linear extrapolations based on the last two points. There are no error bars on the exponent α because the 
energy has converged with respect to χ . We used χ = 300.
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the slope between two consecutive points. The results are shown in Fig. 4(a, b, c, d). The ex-
ponent β̄ has been obtained by tracking the incommensurability along the line & = T − Tc that 
terminates at the Potts point & = 0 and T = Tc and not along the line & = 0 since the system 
remains commensurate in the disordered phase along this line. As one can see, the error bars are 
in most cases very small and in any case always small enough to study the limiting behaviour 
of the effective exponents. The results for ν and β̄ nicely extrapolate to the true exponents with 
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even for a reduced temperature as small as 0.0025, the lowest for which we could get precise 
enough values, the effective exponent is still equal to 0.38, quite far from 1/3. One can do much 
better however by considering the energy per site e, which is expected to have a singularity at 
the critical temperature of the form e − ec ∝ |t |1−α , where ec is the energy per site at the critical 
temperature. For the Potts model, its exact value is known. With the notation of Eq. (1), it is given 
by ec = −(1 +

√
3)/2. There are two main advantages of using the energy instead of the specific 

heat. First of all, additive corrections to scaling, which are expected to be present, are amplified 
by taking the derivative, and are thus bigger for the specific heat.1 Besides, for the energy, we 
can get precise enough data to define the effective exponent much closer to Tc because we do 
not have to take the numerical derivative. Altogether, the results are much more precise, and for 
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a value of 0.347 for α, much closer to 1/3. Note also that the effective exponent 1 − α is still 
changing, and that its behaviour is consistent with the expected limit 2/3. Indeed, the form of the 
additive correction to scaling is known exactly [56], with an exponent 2/3, implying an infinite 
slope for the effective exponent, and this is qualitatively consistent with our results.

1 Indeed, assuming that e − ec ∝ t1−α(1 + atθ ) leads to C ∝ t−α(1 + a(1 + θ/(1 − α))tθ ) so that the coefficient of 
the correction to scaling is increased by a factor 1 + θ/(1 − α).
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KT and PT transitions at large chirality
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Fig. 5. Effective exponents νx and νy of the chiral Potts model at the Pokrovsky-Talapov transition for " = 0.28. The 
numerical data are consistent with the exact values νx = 1/2 and νy = 1. The linear extrapolation of νy is based on the 
last two points.

This transition is very anisotropic. Coming from the incommensurate phase, it is characterized 
by β̄ = 1/2, where β̄ describes the critical behaviour of q close to the transition: q ∝ t β̄ , and by 
a specific heat exponent α = 1/2. Coming from the ordered phase, the correlation lengths ξx

and ξy diverge with exponents νx = 1/2 and νy = 1 along x and y respectively, so that the 
dynamical (or anisotropy) exponent is given by z ≡ νy/νx = 2. In addition, the specific heat 
does not diverge. It just has a |t |/ ln |t | singularity. The results that we have obtained for the 
correlation length exponents at " = 0.28 are summarized in Fig. 5. Assuming that νy goes to 
1 at low temperature to fix the critical temperature TPT leads to an effective exponent for νy at 
high temperature that is larger than 1 and increases fast upon approaching TPT. This implies 
that this is not a simple order-disorder transition, in which case the exponent should be the 
same on both sides of the transition, but this is consistent with an infinite correlation length 
on the high-temperature side of the transition. Let us emphasize that the effective exponent νy

estimated at high temperature using TPT is actually meaningless because the correlation length 
is expected to diverge at a Kosterlitz-Thouless transition with critical temperature TKT > TPT. It 
will nevertheless prove useful to keep track of the divergence of the correlation length at high 
temperature using this effective exponent because it is expected to tend to the same value as 
its low temperature counterpart when the intermediate phase disappears. The correlation length 
exponent in the other direction νx is also consistent with a PT transition, with a value very close 
to 1/2.

As a further check of the PT universality class, we have compared the behaviour of the specific 
heat on both sides of the transition in Fig. 6. As expected, it is very asymmetric, with no clear 
sign of a divergence on the low temperature side.

The critical behaviour inside the critical phase above the PT transition is unfortunately not 
accessible. For that value of ", the critical phase is already extremely narrow. We actually do 
not have an estimate of TKT, but we know that the correlation length is still finite (and not yet 
very large, ξy # 25) at |t | = 0.0063, implying that TKT − TPT < 0.0077. To access the critical 
behaviour we should reach temperatures within 10−3 of TPT or smaller, but our algorithm does 
not converge so close to TPT in the critical phase.

10

2

� �

T T

PT

KT KT

PT

chiral

Figure 1. The two possible phase diagrams for � < �c1: ei-
ther the transition is immediately a two-step one through an
intermediate critical floating phase, or it is a direct one in the
chiral universality class.

where the sum runs over pairs of nearest neighbors. It has
been shown35 that there is an exact critical line known
from duality where the correlation length exponent varies
continuously from the four-state Potts model (� = 1) to
the clock model (� = 0) equivalent to two decoupled Ising
models as:

⌫ =
1

2� ⇡

2 arccos(��)�1
(2)

To our knowledge there is no known theoretical value
known for �̄, but it is believed to be larger than 1, im-
plying that the product ⇠q ! 0 along this line8. The
chiral Ashkin-Teller model can be defined by adding a
chiral perturbation along the x-direction:

H = H0 +�
X

x,y

(⌧x+1,y�x,y � �x+1,y⌧x,y) (3)

This model was originally introduced by Schulz10, who
showed that the chiral perturbation is irrelevant for � >

�c1 ⇠ 0.9779. For large enough values of �, the C-IC
transition is expected to be a two-step transition sepa-
rated by a floating phase. For � < �c1 , for small enough
values of � two possibilities arise, either the transition is
two-step and the floating phase opens right away or the
transition is unique and belong to the chiral universality
class with ⌫x = �̄. The two di↵erent scenarios are de-
picted in Fig. 1. On the other hand, for � > �c1 , the
perturbation is irrelevant, and for small enough values of
�, the transition is expected to be in the AT universality
class. The parameter range between �c1 and the Potts
limit is very small, actually too small to be observed nu-
merically as we shall see. For larger �, beyond this small
range of AT transition, the question of a unique chiral
transition or a floating phase remains unchanged.

For the rest of the paper, we will refer to the � = 1
case as the four-state chiral Potts model and to the � = 0
case as the chiral clock-Ising model in reference to their
respective universality classes at � = 0.

III. METHODOLOGY

We use the same methodology already developed in
the previous work on the three-state chiral Potts model36

where more details are available.

A. CTMRG

The CTMRG algorithm was first introduced by Oku-
nishi and Nishino37. It is a numerical method which
combines Baxter’s corner matrices38 and Steve White’s
renormalisation group density matrix method39. It is
most commonly used for two dimensional quantum sys-
tems as a contraction algorithm of wave functions40, but
has recently shown promising results on classical systems
as well41–43.
The investigation of classical systems with tensor net-

works is done by expressing the partition function in
the thermodynamic limit as an infinite tensor network
and contracting it. CTMRG sets a way to contract
such an infinite square tensor network made of local ten-
sors a on each vertex as shown in Fig. 2. In particu-
lar, it allows one to express the Gibbs measure observ-
ables as a contraction made of eight tensors denoted by
T = {C1, T1, C2, T2, C3, T3, C4, T4}, with corner tensors
Ci of dimension �⇥� and row/ column tensors Ti of di-
mensions �⇥4⇥�. The parameter � is what controls the
numerical approximation and is usually referred to as the
bond dimension. The local tensors a can be expressed in
many di↵erent ways, we choose the most common one
given by

ai1i2i3i4 =
X

j1j2j3j4

q
Q

x

i1j1

q
Q

x

j3i3

q
Q

y

i2j2

q
Q

y

j4i4
(4)

with Q
x/y

ij
the Boltzmann weight matrices between two

spins on the horizontal/vertical axis. In the (�, ⌧) =
{(1, 1), (1,�1), (�1, 1), (�1,�1)} basis, Qx is given by:

Q
x =

0
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CA (5)

with

x0 = �(�+ 2), x1 = ��(2�+ �)

x3 = �(�� 2), x2 = �(2�� �))

Q
y is defined similarly with � = 0.
CTMRG therefore provides an easy way to measure

directly local observable and two points functions.
The algorithm can be summarised in two steps44:
(i) Update: each corner matrix is extended by adding

a row, a column and a local a tensor. And each row/
column tensor is extended by adding a local tensor a.
We illustrate this step for the tensors C1 and T1 in Fig.
3. The other tensors are updated similarly.

1 abstract
The general theme of my PhD is the investigation of the melting of 2D commensurate phases using
modern numerical approaches based on the representation of the partition function in terms of tensor
networks. We first investigate the melting of a commensurate period-p phase into an incommensurate
one in 2D classical systems. Huse and Fisher originally predicted such transitions to belong to a new
type of universality class called chiral. We have first addressed the p = 3 case by revisiting the three-
state chiral Potts model, for which we have observed a chiral transition and come up with a prediction
for its critical exponents. In order to confirm this prediction, we are currently revisiting the hard square
lattice model with diagonal interaction where evidences of a chiral transition have already been ob-
served in previous studies. We have also started to investigate the p = 4 case in the context of the chiral
Ashkin-Teller model, for which we have also found evidence of a chiral transition. In the future, we will
move to 2D quantum systems where commensurate melting is known to take place, and we will study
this problem using the natural extension of the classical approach in terms of a purified state description
of the partition function. The emphasis will be put on the Shastry-Sutherland model, and in the first
place on the melting of the 1/3 magnetisation plateau, in connection with experiments on SrCu2(BO3)2.

Tc = 2/[2 log(
Ô

3 + 1)] (1)
—̄ = 5/3 (2)
‹ = 5/6 (3)
– = 1/3 (4)
E =

ÿ

r̨

cos[2fi/3(nr̨+x̨ ≠ nr̨ + �)] + cos[2fi/3(nr̨+y̨ ≠ nr̨)] (5)

nr̨ œ {0, 1, 2} (6)
p = 3 p = 4 (7)
� = 0 (8)

› Ã eb/
Ô

T ≠Tc (9)
‹x = 1/2 (10)
‹y = 1 (11)

(12)

1

1 abstract
The general theme of my PhD is the investigation of the melting of 2D commensurate phases using
modern numerical approaches based on the representation of the partition function in terms of tensor
networks. We first investigate the melting of a commensurate period-p phase into an incommensurate
one in 2D classical systems. Huse and Fisher originally predicted such transitions to belong to a new
type of universality class called chiral. We have first addressed the p = 3 case by revisiting the three-
state chiral Potts model, for which we have observed a chiral transition and come up with a prediction
for its critical exponents. In order to confirm this prediction, we are currently revisiting the hard square
lattice model with diagonal interaction where evidences of a chiral transition have already been ob-
served in previous studies. We have also started to investigate the p = 4 case in the context of the chiral
Ashkin-Teller model, for which we have also found evidence of a chiral transition. In the future, we will
move to 2D quantum systems where commensurate melting is known to take place, and we will study
this problem using the natural extension of the classical approach in terms of a purified state description
of the partition function. The emphasis will be put on the Shastry-Sutherland model, and in the first
place on the melting of the 1/3 magnetisation plateau, in connection with experiments on SrCu2(BO3)2.

Tc = 2/[2 log(
Ô

3 + 1)] (1)
—̄ = 5/3 (2)
‹ = 5/6 (3)
– = 1/3 (4)
E =

ÿ

r̨

cos[2fi/3(nr̨+x̨ ≠ nr̨ + �)] + cos[2fi/3(nr̨+y̨ ≠ nr̨)] (5)

nr̨ œ {0, 1, 2} (6)
p = 3 p = 4 (7)
� = 0 (8)

› Ã eb/
Ô

T ≠Tc (9)
‹x = 1/2 (10)
‹y = 1 (11)

(12)

1

Pokrovsky-Talapov transition :



9

0 0.01 0.02 0.03 0.04 0.05 0.06

0.6

0.65

0.7

0.75

0 0.02 0.04 0.06

1.45

1.5

1.55

1.6

Figure 10. E↵ective �̄ exponent of chiral Potts model at � =
0.04, close to the Potts point, along two cuts shown in the
inset. The values quoted for �̄ are linear extrapolations based
on the last two points.

rections to scaling are clearly very large, especially for
⌫x, but a consistent picture nevertheless emerges from
simple linear extrapolations, with ⌫y = 0.97 ± 0.04 and
⌫x = 0.685±0.06. Note that given the upward curvature
of ⌫y, the value of ⌫y is probably slightly underestimated.
Rather than trying more refined fits, for which we lack a
theoretical basis, we have adopted conservative error bars
corresponding to twice the di↵erence between the small-
est and highest estimates. The scaling is in any case very
anisotropic, with a dynamical exponent z ' 1.42± 0.2.

IV. DISCUSSION

The picture that emerges from our results for the
commensurate-incommensurate transition of the chiral
three-state Potts model is that of a continuous order-
disorder transition from the Potts point at � = 0 to a
Lifshitz point at � = 0.169(3), followed by a Pokrovsky-
Talapov transition into a critical phase. It is summarized
in Fig. 1. The extent of the critical phase above the PT
transition is purely indicative, but the evidence of such
a phase, hence of a KT transition, is clear because the
correlation length diverges before the PT transition when
coming from the high-temperature phase.

A. Huse-Fisher chiral universality class

Between the Potts point and the Lifshitz point, the
transition is a priori characterized by 4 exponents: ⌫x,
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Figure 11. Correlation length e↵ective exponents of the chiral
Potts model at � = 0.16, where the transition is a direct one
and is expected to be in the Huse-Fisher universality class.
Note that the exponents have been obtained along two dif-
ferent cuts, a vertical one (red and purple diamonds), and a
cut normal to the critical temperature line in the T �� plane
(yellow and blue circles). The corrections to scaling are in
most cases rather di↵erent along the two cuts, but the limit-
ing values point to exponents ⌫y ' 0.97 and ⌫x ' 0.685. The
lines 1 and 2/3 correspond to the exponents of the self-dual
chiral Potts model. The values quoted for the exponents are
linear extrapolations based on the last two points for ⌫y and
on the last four points for ⌫x.

⌫y, �̄, and ↵. These exponents are not independent how-
ever. First of all, they are expected to be related by
hyperscaling:

⌫x + ⌫y = 2� ↵ (13)

Besides, as emphasized by Huse and Fisher, the transi-
tion cannot be in the Potts universality class for � > 0
because the chirality introduced by � is relevant at the
Potts point, and if it is not a Pokrovsky-Talapov transi-
tion, the exponent ⌫x and �̄ are expected to be equal:

�̄ = ⌫x (14)

Although the scaling is very anisotropic, the first re-
lation is approximately satisfied for � = 0.16. In-
deed, the exponents ⌫y ' 0.97 and ⌫x ' 0.685 lead to
⌫x+⌫y ' 1.655, in good agreement with 2�↵ if ↵ ' 1/3,
as suggested by our numerical data. Unfortunately �̄
could not be measured at that point.

Close to the Potts point, the situation is more subtle.
Since the apparent values of ⌫x, ⌫y, and ↵ are the same
as at the Potts point, hyperscaling is of course satisfied,
but the relation �̄ = ⌫x is badly violated since �̄ ' 2/3
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Besides, as emphasized by Huse and Fisher, the transi-
tion cannot be in the Potts universality class for � > 0
because the chirality introduced by � is relevant at the
Potts point, and if it is not a Pokrovsky-Talapov transi-
tion, the exponent ⌫x and �̄ are expected to be equal:

�̄ = ⌫x (14)

Although the scaling is very anisotropic, the first re-
lation is approximately satisfied for � = 0.16. In-
deed, the exponents ⌫y ' 0.97 and ⌫x ' 0.685 lead to
⌫x+⌫y ' 1.655, in good agreement with 2�↵ if ↵ ' 1/3,
as suggested by our numerical data. Unfortunately �̄
could not be measured at that point.

Close to the Potts point, the situation is more subtle.
Since the apparent values of ⌫x, ⌫y, and ↵ are the same
as at the Potts point, hyperscaling is of course satisfied,
but the relation �̄ = ⌫x is badly violated since �̄ ' 2/3

Close to the Potts point
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Figure 1. The two possible phase diagrams for � < �c1: ei-
ther the transition is immediately a two-step one through an
intermediate critical floating phase, or it is a direct one in the
chiral universality class.

where the sum runs over pairs of nearest neighbors. It has
been shown35 that there is an exact critical line known
from duality where the correlation length exponent varies
continuously from the four-state Potts model (� = 1) to
the clock model (� = 0) equivalent to two decoupled Ising
models as:

⌫ =
1

2� ⇡

2 arccos(��)�1
(2)

To our knowledge there is no known theoretical value
known for �̄, but it is believed to be larger than 1, im-
plying that the product ⇠q ! 0 along this line8. The
chiral Ashkin-Teller model can be defined by adding a
chiral perturbation along the x-direction:

H = H0 +�
X

x,y

(⌧x+1,y�x,y � �x+1,y⌧x,y) (3)

This model was originally introduced by Schulz10, who
showed that the chiral perturbation is irrelevant for � >

�c1 ⇠ 0.9779. For large enough values of �, the C-IC
transition is expected to be a two-step transition sepa-
rated by a floating phase. For � < �c1 , for small enough
values of � two possibilities arise, either the transition is
two-step and the floating phase opens right away or the
transition is unique and belong to the chiral universality
class with ⌫x = �̄. The two di↵erent scenarios are de-
picted in Fig. 1. On the other hand, for � > �c1 , the
perturbation is irrelevant, and for small enough values of
�, the transition is expected to be in the AT universality
class. The parameter range between �c1 and the Potts
limit is very small, actually too small to be observed nu-
merically as we shall see. For larger �, beyond this small
range of AT transition, the question of a unique chiral
transition or a floating phase remains unchanged.

For the rest of the paper, we will refer to the � = 1
case as the four-state chiral Potts model and to the � = 0
case as the chiral clock-Ising model in reference to their
respective universality classes at � = 0.

III. METHODOLOGY

We use the same methodology already developed in
the previous work on the three-state chiral Potts model36

where more details are available.

A. CTMRG

The CTMRG algorithm was first introduced by Oku-
nishi and Nishino37. It is a numerical method which
combines Baxter’s corner matrices38 and Steve White’s
renormalisation group density matrix method39. It is
most commonly used for two dimensional quantum sys-
tems as a contraction algorithm of wave functions40, but
has recently shown promising results on classical systems
as well41–43.
The investigation of classical systems with tensor net-

works is done by expressing the partition function in
the thermodynamic limit as an infinite tensor network
and contracting it. CTMRG sets a way to contract
such an infinite square tensor network made of local ten-
sors a on each vertex as shown in Fig. 2. In particu-
lar, it allows one to express the Gibbs measure observ-
ables as a contraction made of eight tensors denoted by
T = {C1, T1, C2, T2, C3, T3, C4, T4}, with corner tensors
Ci of dimension �⇥� and row/ column tensors Ti of di-
mensions �⇥4⇥�. The parameter � is what controls the
numerical approximation and is usually referred to as the
bond dimension. The local tensors a can be expressed in
many di↵erent ways, we choose the most common one
given by

ai1i2i3i4 =
X

j1j2j3j4

q
Q

x

i1j1

q
Q

x

j3i3

q
Q

y

i2j2

q
Q

y

j4i4
(4)

with Q
x/y

ij
the Boltzmann weight matrices between two

spins on the horizontal/vertical axis. In the (�, ⌧) =
{(1, 1), (1,�1), (�1, 1), (�1,�1)} basis, Qx is given by:

Q
x =

0

B@

e
x0 e

x1 e
x2 e

x3

e
x2 e

x0 e
x3 e

x1

e
x1 e

x3 e
x0 e

x2

e
x3 e

x2 e
x1 e

x0

1

CA (5)

with

x0 = �(�+ 2), x1 = ��(2�+ �)

x3 = �(�� 2), x2 = �(2�� �))

Q
y is defined similarly with � = 0.
CTMRG therefore provides an easy way to measure

directly local observable and two points functions.
The algorithm can be summarised in two steps44:
(i) Update: each corner matrix is extended by adding

a row, a column and a local a tensor. And each row/
column tensor is extended by adding a local tensor a.
We illustrate this step for the tensors C1 and T1 in Fig.
3. The other tensors are updated similarly.
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Figure 8. E↵ective exponent ↵ at the Potts point and along
the chiral transition (at � = 0.04 and � = 0.16) extracted
from the specific heat.

results would rather point to an exponent around 0.43.
As for the Potts model, one can get much more reliable

information by looking at the energy. In keeping with
our strategy, we just assume that there is a direct order-
disorder continuous phase transition, hence that the criti-
cal exponents that describe the non-analyticity of the en-
ergy density are the same on both sides of the transition.
To ensure this, we use the energy at the critical point ec
as an adjustable parameter. Let us emphasize that we do
not make any assumption on the value of the exponent.
The results are shown in Fig.9. Quite remarkably, if we
impose that the high and low-temperature e↵ective expo-
nents converge to the same value, the resulting estimate
is consistent with 2/3, hence with a value of ↵ = 1/3, for
both � = 0.04 and � = 0.16.

2. Incommensurability exponent �̄

To get a meaningful estimate of the exponent �̄, we
must have access to values of q small enough to see at
least the beginning of the critical behaviour. This turns
out to be possible close to the Potts point, but by the
time � reaches 0.16, the constant q lines are very dense,
and we are limited to q values larger than 0.05 for which
the behaviour is essentially linear and does not reveal the
critical behaviour.

However, for small �, we can reach much smaller val-
ues of q, and the critical behaviour becomes accessible.
The results for the exponent �̄ at � = 0.04 along two
cuts are shown in Fig. 10. The smallest q that we could
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Figure 9. Energy e↵ective exponent 1�↵ extracted from the
energy along the chiral transition at � = 0.04 (upper panel)
and � = 0.16 (lower panel). At � = 0.04, the e↵ective ex-
ponent is barely distinguishable from the Potts point values
close to the transition. At � = 0.16, imposing a unique tran-
sition gives an extrapolated value close to the Potts exponent
2/3. The extrapolations are linear and based on the last two
points.

reach was 0.005. These results point to a value �̄ between
0.663 and 0.667, much smaller than the value �̄ = 5/3
expected (and confirmed numerically) at the Potts point.
Similar results have been obtained for larger � as long
as the critical behaviour could be accessed.

3. Correlation length exponents ⌫x and ⌫y

The results for the correlation length exponents are
very di↵erent for small and large �. For small �, they
depart only mildly from the Potts value 5/6 (see exam-
ples below for ⌫y in Fig.12). However, upon approaching
the Lifshitz point, the scaling becomes very anisotropic,
as demonstrated for � = 0.16 by the results shown in
Fig. 11. The exponents have been obtained along two
di↵erent cuts, a vertical one, and a cut normal to the
critical temperature line in the T � � plane. The cor-
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0.663 and 0.667, much smaller than the value �̄ = 5/3
expected (and confirmed numerically) at the Potts point.
Similar results have been obtained for larger � as long
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3. Correlation length exponents ⌫x and ⌫y

The results for the correlation length exponents are
very di↵erent for small and large �. For small �, they
depart only mildly from the Potts value 5/6 (see exam-
ples below for ⌫y in Fig.12). However, upon approaching
the Lifshitz point, the scaling becomes very anisotropic,
as demonstrated for � = 0.16 by the results shown in
Fig. 11. The exponents have been obtained along two
di↵erent cuts, a vertical one, and a cut normal to the
critical temperature line in the T � � plane. The cor-
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reach was 0.005. These results point to a value �̄ between
0.663 and 0.667, much smaller than the value �̄ = 5/3
expected (and confirmed numerically) at the Potts point.
Similar results have been obtained for larger � as long
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The results for the correlation length exponents are
very di↵erent for small and large �. For small �, they
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critical temperature line in the T � � plane. The cor-
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Figure 1. The two possible phase diagrams for � < �c1: ei-
ther the transition is immediately a two-step one through an
intermediate critical floating phase, or it is a direct one in the
chiral universality class.

where the sum runs over pairs of nearest neighbors. It has
been shown35 that there is an exact critical line known
from duality where the correlation length exponent varies
continuously from the four-state Potts model (� = 1) to
the clock model (� = 0) equivalent to two decoupled Ising
models as:
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To our knowledge there is no known theoretical value
known for �̄, but it is believed to be larger than 1, im-
plying that the product ⇠q ! 0 along this line8. The
chiral Ashkin-Teller model can be defined by adding a
chiral perturbation along the x-direction:

H = H0 +�
X

x,y

(⌧x+1,y�x,y � �x+1,y⌧x,y) (3)

This model was originally introduced by Schulz10, who
showed that the chiral perturbation is irrelevant for � >

�c1 ⇠ 0.9779. For large enough values of �, the C-IC
transition is expected to be a two-step transition sepa-
rated by a floating phase. For � < �c1 , for small enough
values of � two possibilities arise, either the transition is
two-step and the floating phase opens right away or the
transition is unique and belong to the chiral universality
class with ⌫x = �̄. The two di↵erent scenarios are de-
picted in Fig. 1. On the other hand, for � > �c1 , the
perturbation is irrelevant, and for small enough values of
�, the transition is expected to be in the AT universality
class. The parameter range between �c1 and the Potts
limit is very small, actually too small to be observed nu-
merically as we shall see. For larger �, beyond this small
range of AT transition, the question of a unique chiral
transition or a floating phase remains unchanged.

For the rest of the paper, we will refer to the � = 1
case as the four-state chiral Potts model and to the � = 0
case as the chiral clock-Ising model in reference to their
respective universality classes at � = 0.

III. METHODOLOGY

We use the same methodology already developed in
the previous work on the three-state chiral Potts model36

where more details are available.

A. CTMRG

The CTMRG algorithm was first introduced by Oku-
nishi and Nishino37. It is a numerical method which
combines Baxter’s corner matrices38 and Steve White’s
renormalisation group density matrix method39. It is
most commonly used for two dimensional quantum sys-
tems as a contraction algorithm of wave functions40, but
has recently shown promising results on classical systems
as well41–43.
The investigation of classical systems with tensor net-

works is done by expressing the partition function in
the thermodynamic limit as an infinite tensor network
and contracting it. CTMRG sets a way to contract
such an infinite square tensor network made of local ten-
sors a on each vertex as shown in Fig. 2. In particu-
lar, it allows one to express the Gibbs measure observ-
ables as a contraction made of eight tensors denoted by
T = {C1, T1, C2, T2, C3, T3, C4, T4}, with corner tensors
Ci of dimension �⇥� and row/ column tensors Ti of di-
mensions �⇥4⇥�. The parameter � is what controls the
numerical approximation and is usually referred to as the
bond dimension. The local tensors a can be expressed in
many di↵erent ways, we choose the most common one
given by

ai1i2i3i4 =
X

j1j2j3j4
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with Q
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the Boltzmann weight matrices between two

spins on the horizontal/vertical axis. In the (�, ⌧) =
{(1, 1), (1,�1), (�1, 1), (�1,�1)} basis, Qx is given by:
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with

x0 = �(�+ 2), x1 = ��(2�+ �)

x3 = �(�� 2), x2 = �(2�� �))

Q
y is defined similarly with � = 0.
CTMRG therefore provides an easy way to measure

directly local observable and two points functions.
The algorithm can be summarised in two steps44:
(i) Update: each corner matrix is extended by adding

a row, a column and a local a tensor. And each row/
column tensor is extended by adding a local tensor a.
We illustrate this step for the tensors C1 and T1 in Fig.
3. The other tensors are updated similarly.

Respect the hyper-scaling relation :
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Fig. 12). However, upon approaching the Lifshitz point, the scaling becomes very anisotropic, as 
demonstrated for ! = 0.16 by the results shown in Fig. 11. The exponents have been obtained 
along two different cuts, a vertical one, and a cut normal to the critical temperature line in the 
T − ! plane. The corrections to scaling are clearly very large, especially for νx , but a consistent 
picture nevertheless emerges from simple linear extrapolations, with νy = 0.97 ± 0.04 and νx =
0.685 ± 0.06. Note that given the upward curvature of νy , the value of νy is probably slightly 
underestimated. Rather than trying more refined fits, for which we lack a theoretical basis, we 
have adopted conservative error bars corresponding to twice the difference between the smallest 
and highest estimates. The scaling is in any case very anisotropic, with a dynamical exponent 
z " 1.42 ± 0.2.

4. Discussion

The picture that emerges from our results for the commensurate-incommensurate transition of 
the chiral three-state Potts model is that of a continuous order-disorder transition from the Potts 
point at ! = 0 to a Lifshitz point at ! = 0.169(3), followed by a Pokrovsky-Talapov transition 
into a critical phase. It is summarized in Fig. 1. The extent of the critical phase above the PT 
transition is purely indicative, but the evidence of such a phase, hence of a KT transition, is 
clear because the correlation length diverges before the PT transition when coming from the 
high-temperature phase.

4.1. Huse-Fisher chiral universality class

Between the Potts point and the Lifshitz point, the transition is a priori characterized by 4 
exponents: νx , νy , β̄ , and α. These exponents are not independent however. First of all, they are 
expected to be related by hyperscaling:

νx + νy = 2 − α (13)

Besides, as emphasized by Huse and Fisher, the transition cannot be in the Potts universality 
class for ! > 0 because the chirality introduced by ! is relevant at the Potts point, and if it is 
not a Pokrovsky-Talapov transition, the exponent νx and β̄ are expected to be equal:

β̄ = νx (14)

Although the scaling is very anisotropic, the first relation is approximately satisfied for 
! = 0.16. Indeed, the exponents νy " 0.97 and νx " 0.685 lead to νx + νy " 1.655, in good 
agreement with 2 −α if α " 1/3, as suggested by our numerical data. Unfortunately β̄ could not 
be measured at that point.

Close to the Potts point, the situation is more subtle. Since the apparent values of νx , νy , and 
α are the same as at the Potts point, hyperscaling is of course satisfied, but the relation β̄ = νx is 
badly violated since β̄ " 2/3 while νx " 5/6. So the estimation of at least one of the exponents 
β̄ or νx has to be wrong, presumably because of very severe crossover effects (see below). So, 
since one cannot get arbitrarily close to the critical temperature, one can expect to see the Potts 
exponents for small !. This is precisely what happens for νx and νy , but not for β̄ . At the Potts 
point, we got a value of β̄ perfectly consistent with the exact value 5/3, but for ! as small as 0.04, 
we already got a completely different value of β̄ very close to 2/3. The conclusion that imposes 
itself is that β̄ is apparently not affected by the proximity of the Potts point, while νx and νy are, 
and that it is the value of β̄ that should be trusted. This conclusion is actually supported by the 
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Figure 1. The two possible phase diagrams for � < �c1: ei-
ther the transition is immediately a two-step one through an
intermediate critical floating phase, or it is a direct one in the
chiral universality class.

where the sum runs over pairs of nearest neighbors. It has
been shown35 that there is an exact critical line known
from duality where the correlation length exponent varies
continuously from the four-state Potts model (� = 1) to
the clock model (� = 0) equivalent to two decoupled Ising
models as:

⌫ =
1

2� ⇡

2 arccos(��)�1
(2)

To our knowledge there is no known theoretical value
known for �̄, but it is believed to be larger than 1, im-
plying that the product ⇠q ! 0 along this line8. The
chiral Ashkin-Teller model can be defined by adding a
chiral perturbation along the x-direction:

H = H0 +�
X

x,y

(⌧x+1,y�x,y � �x+1,y⌧x,y) (3)

This model was originally introduced by Schulz10, who
showed that the chiral perturbation is irrelevant for � >

�c1 ⇠ 0.9779. For large enough values of �, the C-IC
transition is expected to be a two-step transition sepa-
rated by a floating phase. For � < �c1 , for small enough
values of � two possibilities arise, either the transition is
two-step and the floating phase opens right away or the
transition is unique and belong to the chiral universality
class with ⌫x = �̄. The two di↵erent scenarios are de-
picted in Fig. 1. On the other hand, for � > �c1 , the
perturbation is irrelevant, and for small enough values of
�, the transition is expected to be in the AT universality
class. The parameter range between �c1 and the Potts
limit is very small, actually too small to be observed nu-
merically as we shall see. For larger �, beyond this small
range of AT transition, the question of a unique chiral
transition or a floating phase remains unchanged.

For the rest of the paper, we will refer to the � = 1
case as the four-state chiral Potts model and to the � = 0
case as the chiral clock-Ising model in reference to their
respective universality classes at � = 0.

III. METHODOLOGY

We use the same methodology already developed in
the previous work on the three-state chiral Potts model36

where more details are available.

A. CTMRG

The CTMRG algorithm was first introduced by Oku-
nishi and Nishino37. It is a numerical method which
combines Baxter’s corner matrices38 and Steve White’s
renormalisation group density matrix method39. It is
most commonly used for two dimensional quantum sys-
tems as a contraction algorithm of wave functions40, but
has recently shown promising results on classical systems
as well41–43.
The investigation of classical systems with tensor net-

works is done by expressing the partition function in
the thermodynamic limit as an infinite tensor network
and contracting it. CTMRG sets a way to contract
such an infinite square tensor network made of local ten-
sors a on each vertex as shown in Fig. 2. In particu-
lar, it allows one to express the Gibbs measure observ-
ables as a contraction made of eight tensors denoted by
T = {C1, T1, C2, T2, C3, T3, C4, T4}, with corner tensors
Ci of dimension �⇥� and row/ column tensors Ti of di-
mensions �⇥4⇥�. The parameter � is what controls the
numerical approximation and is usually referred to as the
bond dimension. The local tensors a can be expressed in
many di↵erent ways, we choose the most common one
given by
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y is defined similarly with � = 0.
CTMRG therefore provides an easy way to measure

directly local observable and two points functions.
The algorithm can be summarised in two steps44:
(i) Update: each corner matrix is extended by adding

a row, a column and a local a tensor. And each row/
column tensor is extended by adding a local tensor a.
We illustrate this step for the tensors C1 and T1 in Fig.
3. The other tensors are updated similarly.
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Fig. 1. Phase diagram of the chiral three-state Potts model of Eq. (1). The precision on the critical temperature is about 
10−4. The Lifshitz point is located at ! = 0.169 ± 0.003. The values of the critical exponents are the known exact 
values at the Potts point and for the Pokrovsky-Talapov transition, and our conjectured values based on our numerical 
analysis for the Huse-Fisher chiral transition. The extent of the critical region shown in green is purely indicative. (For 
interpretation of the colours in the figure(s), the reader is referred to the web version of this article.)

the transition away from the Potts point and up to a Lifshitz point is in a non-conformal universal-
ity class with an anisotropy exponent νy/νx = 3/2. In the following, by analogy with the physics 
of quantum models in dimension 1 + 1, we will refer to this exponent as the dynamical exponent 
z ≡ νy/νx = 3/2. Beyond the Lifshitz point, we confirm that the commensurate-incommensurate 
transition is in the Pokrovsky-Talapov universality class, and that the correlation length diverges 
before that transition when coming from the disorder side, consistent with a Kosterlitz-Thouless 
transition into a floating phase. The phase diagram is summarized in Fig. 1.

The paper is organized as follows. In Section 2, we review the CTMRG method, and we 
explain our strategy based on effective exponents and on a very careful estimate of the critical 
temperature constrained by physical considerations. In Section 3, we present the main numerical 
results obtained in this paper, first far away from the Potts point, then in its vicinity, with evidence 
of a Lifshitz point on the way. These results are critically reviewed in Section 3, with an analysis 
based on scaling relations that point to a unique chiral universality class with strong crossover 
effects, and with a comparison with experimental results on reconstructed surfaces and on chains 
of Rydberg atoms. The results are summarized and put in perspective in Section 4.

2. Methodology

The analysis carried out in this paper relies heavily on three main ingredients: i) the formula-
tion of the partition function as a tensor network and its approximate contraction using CTMRG; 
ii) the analysis of effective exponents defined as the local slope of the log-log plot of a quantity as 
a function of the reduced temperature t ; iii) a strategy to estimate the critical temperature based 
on the possible nature of the phase transitions.
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1 abstract
The general theme of my PhD is the investigation of the melting of 2D commensurate phases using
modern numerical approaches based on the representation of the partition function in terms of tensor
networks. We first investigate the melting of a commensurate period-p phase into an incommensurate
one in 2D classical systems. Huse and Fisher originally predicted such transitions to belong to a new
type of universality class called chiral. We have first addressed the p = 3 case by revisiting the three-
state chiral Potts model, for which we have observed a chiral transition and come up with a prediction
for its critical exponents. In order to confirm this prediction, we are currently revisiting the hard square
lattice model with diagonal interaction where evidences of a chiral transition have already been ob-
served in previous studies. We have also started to investigate the p = 4 case in the context of the chiral
Ashkin-Teller model, for which we have also found evidence of a chiral transition. In the future, we will
move to 2D quantum systems where commensurate melting is known to take place, and we will study
this problem using the natural extension of the classical approach in terms of a purified state description
of the partition function. The emphasis will be put on the Shastry-Sutherland model, and in the first
place on the melting of the 1/3 magnetisation plateau, in connection with experiments on SrCu2(BO3)2.
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We investigate the classical chiral Ashkin-Teller model on a square lattice with the corner transfer
matrix renormalisation group (CTMRG) algorithm. We show that the melting of the period-4 phase
in the presence of a chiral perturbation takes di↵erent forms depending on the coe�cient of the four-
spin term in the Ashkin-Teller model. Close to the clock limit of two decoupled Ising models, the
system undergoes a two-step commensurate-incommensurate transition as soon as the chirality is
introduced, with an intermediate critical floating phase bounded by a Kosterlitz-Thouless transition
at high temperature and a Pokrovsky-Talapov transition at low temperature. By contrast, close to
the four-states Potts model, we argue for the existence of a unique commensurate-incommensurate
transition that belongs to the chiral universality class, and for the presence of a Lifshitz point where
the ordered, disordered and floating phases meet. Finally, we map the whole phase diagram, which
turns out to be in qualitative agreement with the 40 year old prediction by Huse and Fisher.

I. INTRODUCTION

Recent experiments on Rydberg atoms1,2 have brought
back the problem of commensurate-incommensurate (C-
IC) transitions, and of the nature of the melting of an or-
dered period-p phase into an incommensurate one. This
transition was originally discussed in two dimensional
classical systems in the context of the melting of an ad-
sorbed layer on a substrate lattice, and simultaneously
introduced by Huse3 and Ostlund4 as a series of chi-
ral models exhibiting p � 1 types of domain walls, such
that domain walls between ordered domains A | B and
B | A have di↵erent energy, introducing a chiral into the
problem. For p = 2, the system is commensurate even
in the disordered phase, and there is no commensurate-
incommensurate transition. The transition, if continu-
ous, generically belongs to the Ising universality class.
For p � 5 the transition is always a two-step one, with
a critical phase in between. In that phase, the config-
urations are made of permutations of stripes of the p

di↵erent orders with domain walls at an average distance
of l / 1/q, where q is the incommensurate wave-vector
of the correlations. As the temperature approaches the
ordered phase, the domain walls repel each other and
the wave-vector converges to a commensurate value with
an exponent �̄ (q � q0 ⇠ t

�̄ , where t = (T � Tc)/Tc

is the reduced temperature). It is commonly agreed
that the transition is in the Pokrovsky-Talapov (PT)5

universality class, characterised by critical exponents :
⌫x = 1/2, ⌫y = 1, �̄ = 1/2, where ⌫x/y describes the di-
vergence of the correlation length in the directions x and
y respectively. The high temperature transition between
the critical and the disordered phases is a Kosterlitz-
Thouless6 one driven by the unbinding of the dislocations
which become relevant at ⌘ = 1/4, where ⌘ is the expo-
nent of the decay of the spin-spin correlation function.

For the p = 3, 4 cases, the picture might be di↵erent.
It was first argued by Huse and Fisher7 that a floating
critical phase bounded by two transitions might not ap-
pear right away when introducing the chirality. Instead

the commensurate-incommensurate transition could be
unique and would belong to a new chiral universality class
characterised by the product of the correlation length ⇠

and the wave-vector q � q0 converging to a constant at
criticality (� = ⌫), and by a dynamical (or anisotropy)
exponent z ⌘ ⌫y/⌫x di↵erent from 1 (⌫y 6= ⌫x).
Since its first introduction, the existence of the chiral

universality class has generated numerous studies, espe-
cially for the p = 3 case incarnated by the three-state chi-
ral Potts model. Both the classical7–21 and quantum22–29

cases have been studied extensively. Further experimen-
tal work was also performed30–32.
By contrast to the p = 3 case, the p = 4 literature

is less rich. We note however that recently an investiga-
tion of a quantum version of the model has suggested the
presence of a chiral universality class as well33. In this
article, we address the p = 4 case by studying the clas-
sical version of the chiral Ashkin-Teller model, and we
show that both possibilities (chiral transition or two-step
transition) are realized depending on how close one is to
the Potts or clock limit of the model.
The paper is organised as follows. In Section II, we

describe the model and the di↵erent possibilities for the
phase diagram. In Section III, we describe the method-
ology and the CTMRG algorithm. In Section IV, we
benchmark the algorithm and discuss its power and limi-
tation. In Section V we present our results. We compare
and study in detail the phase diagram of the chiral clock-
Ising model, where a floating phase opens right away, and
of the four-state chiral Potts model, where we observe a
chiral transition, and we propose a full phase diagram of
the model.

II. CHIRAL ASHKIN-TELLER MODEL

The 2D Ashkin-Teller model (AT)34 is defined with
two Ising spins ⌧,� 2 {±1} on each site with energy:

H0 = �
X

hi,ji

�i�j + ⌧i⌧j + ��i�j⌧i⌧j (1)
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Figure 1. The two possible phase diagrams for � < �c1: ei-
ther the transition is immediately a two-step one through an
intermediate critical floating phase, or it is a direct one in the
chiral universality class.

where the sum runs over pairs of nearest neighbors. It has
been shown35 that there is an exact critical line known
from duality where the correlation length exponent varies
continuously from the four-state Potts model (� = 1) to
the clock model (� = 0) equivalent to two decoupled Ising
models as:

⌫ =
1

2� ⇡

2 arccos(��)�1
(2)

To our knowledge there is no known theoretical value
known for �̄, but it is believed to be larger than 1, im-
plying that the product ⇠q ! 0 along this line8. The
chiral Ashkin-Teller model can be defined by adding a
chiral perturbation along the x-direction:

H = H0 +�
X

x,y

(⌧x+1,y�x,y � �x+1,y⌧x,y) (3)

This model was originally introduced by Schulz10, who
showed that the chiral perturbation is irrelevant for � >

�c1 ⇠ 0.9779. For large enough values of �, the C-IC
transition is expected to be a two-step transition sepa-
rated by a floating phase. For � < �c1 , for small enough
values of � two possibilities arise, either the transition is
two-step and the floating phase opens right away or the
transition is unique and belong to the chiral universality
class with ⌫x = �̄. The two di↵erent scenarios are de-
picted in Fig. 1. On the other hand, for � > �c1 , the
perturbation is irrelevant, and for small enough values of
�, the transition is expected to be in the AT universality
class. The parameter range between �c1 and the Potts
limit is very small, actually too small to be observed nu-
merically as we shall see. For larger �, beyond this small
range of AT transition, the question of a unique chiral
transition or a floating phase remains unchanged.

For the rest of the paper, we will refer to the � = 1
case as the four-state chiral Potts model and to the � = 0
case as the chiral clock-Ising model in reference to their
respective universality classes at � = 0.

III. METHODOLOGY
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renormalisation group density matrix method39. It is
most commonly used for two dimensional quantum sys-
tems as a contraction algorithm of wave functions40, but
has recently shown promising results on classical systems
as well41–43.
The investigation of classical systems with tensor net-

works is done by expressing the partition function in
the thermodynamic limit as an infinite tensor network
and contracting it. CTMRG sets a way to contract
such an infinite square tensor network made of local ten-
sors a on each vertex as shown in Fig. 2. In particu-
lar, it allows one to express the Gibbs measure observ-
ables as a contraction made of eight tensors denoted by
T = {C1, T1, C2, T2, C3, T3, C4, T4}, with corner tensors
Ci of dimension �⇥� and row/ column tensors Ti of di-
mensions �⇥4⇥�. The parameter � is what controls the
numerical approximation and is usually referred to as the
bond dimension. The local tensors a can be expressed in
many di↵erent ways, we choose the most common one
given by
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y is defined similarly with � = 0.
CTMRG therefore provides an easy way to measure

directly local observable and two points functions.
The algorithm can be summarised in two steps44:
(i) Update: each corner matrix is extended by adding

a row, a column and a local a tensor. And each row/
column tensor is extended by adding a local tensor a.
We illustrate this step for the tensors C1 and T1 in Fig.
3. The other tensors are updated similarly.
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Figure 1. The two possible phase diagrams for � < �c1: ei-
ther the transition is immediately a two-step one through an
intermediate critical floating phase, or it is a direct one in the
chiral universality class.
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We investigate the classical chiral Ashkin-Teller model on a square lattice with the corner transfer
matrix renormalisation group (CTMRG) algorithm. We show that the melting of the period-4 phase
in the presence of a chiral perturbation takes di↵erent forms depending on the coe�cient of the four-
spin term in the Ashkin-Teller model. Close to the clock limit of two decoupled Ising models, the
system undergoes a two-step commensurate-incommensurate transition as soon as the chirality is
introduced, with an intermediate critical floating phase bounded by a Kosterlitz-Thouless transition
at high temperature and a Pokrovsky-Talapov transition at low temperature. By contrast, close to
the four-states Potts model, we argue for the existence of a unique commensurate-incommensurate
transition that belongs to the chiral universality class, and for the presence of a Lifshitz point where
the ordered, disordered and floating phases meet. Finally, we map the whole phase diagram, which
turns out to be in qualitative agreement with the 40 year old prediction by Huse and Fisher.

I. INTRODUCTION

Recent experiments on Rydberg atoms1,2 have brought
back the problem of commensurate-incommensurate (C-
IC) transitions, and of the nature of the melting of an or-
dered period-p phase into an incommensurate one. This
transition was originally discussed in two dimensional
classical systems in the context of the melting of an ad-
sorbed layer on a substrate lattice, and simultaneously
introduced by Huse3 and Ostlund4 as a series of chi-
ral models exhibiting p � 1 types of domain walls, such
that domain walls between ordered domains A | B and
B | A have di↵erent energy, introducing a chiral into the
problem. For p = 2, the system is commensurate even
in the disordered phase, and there is no commensurate-
incommensurate transition. The transition, if continu-
ous, generically belongs to the Ising universality class.
For p � 5 the transition is always a two-step one, with
a critical phase in between. In that phase, the config-
urations are made of permutations of stripes of the p

di↵erent orders with domain walls at an average distance
of l / 1/q, where q is the incommensurate wave-vector
of the correlations. As the temperature approaches the
ordered phase, the domain walls repel each other and
the wave-vector converges to a commensurate value with
an exponent �̄ (q � q0 ⇠ t

�̄ , where t = (T � Tc)/Tc

is the reduced temperature). It is commonly agreed
that the transition is in the Pokrovsky-Talapov (PT)5

universality class, characterised by critical exponents :
⌫x = 1/2, ⌫y = 1, �̄ = 1/2, where ⌫x/y describes the di-
vergence of the correlation length in the directions x and
y respectively. The high temperature transition between
the critical and the disordered phases is a Kosterlitz-
Thouless6 one driven by the unbinding of the dislocations
which become relevant at ⌘ = 1/4, where ⌘ is the expo-
nent of the decay of the spin-spin correlation function.

For the p = 3, 4 cases, the picture might be di↵erent.
It was first argued by Huse and Fisher7 that a floating
critical phase bounded by two transitions might not ap-
pear right away when introducing the chirality. Instead

the commensurate-incommensurate transition could be
unique and would belong to a new chiral universality class
characterised by the product of the correlation length ⇠

and the wave-vector q � q0 converging to a constant at
criticality (� = ⌫), and by a dynamical (or anisotropy)
exponent z ⌘ ⌫y/⌫x di↵erent from 1 (⌫y 6= ⌫x).
Since its first introduction, the existence of the chiral

universality class has generated numerous studies, espe-
cially for the p = 3 case incarnated by the three-state chi-
ral Potts model. Both the classical7–21 and quantum22–29

cases have been studied extensively. Further experimen-
tal work was also performed30–32.
By contrast to the p = 3 case, the p = 4 literature

is less rich. We note however that recently an investiga-
tion of a quantum version of the model has suggested the
presence of a chiral universality class as well33. In this
article, we address the p = 4 case by studying the clas-
sical version of the chiral Ashkin-Teller model, and we
show that both possibilities (chiral transition or two-step
transition) are realized depending on how close one is to
the Potts or clock limit of the model.
The paper is organised as follows. In Section II, we

describe the model and the di↵erent possibilities for the
phase diagram. In Section III, we describe the method-
ology and the CTMRG algorithm. In Section IV, we
benchmark the algorithm and discuss its power and limi-
tation. In Section V we present our results. We compare
and study in detail the phase diagram of the chiral clock-
Ising model, where a floating phase opens right away, and
of the four-state chiral Potts model, where we observe a
chiral transition, and we propose a full phase diagram of
the model.

II. CHIRAL ASHKIN-TELLER MODEL

The 2D Ashkin-Teller model (AT)34 is defined with
two Ising spins ⌧,� 2 {±1} on each site with energy:

H0 = �
X

hi,ji

�i�j + ⌧i⌧j + ��i�j⌧i⌧j (1)
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1 abstract
The general theme of my PhD is the investigation of the melting of 2D commensurate phases using
modern numerical approaches based on the representation of the partition function in terms of tensor
networks. We first investigate the melting of a commensurate period-p phase into an incommensurate
one in 2D classical systems. Huse and Fisher originally predicted such transitions to belong to a new
type of universality class called chiral. We have first addressed the p = 3 case by revisiting the three-
state chiral Potts model, for which we have observed a chiral transition and come up with a prediction
for its critical exponents. In order to confirm this prediction, we are currently revisiting the hard square
lattice model with diagonal interaction where evidences of a chiral transition have already been ob-
served in previous studies. We have also started to investigate the p = 4 case in the context of the chiral
Ashkin-Teller model, for which we have also found evidence of a chiral transition. In the future, we will
move to 2D quantum systems where commensurate melting is known to take place, and we will study
this problem using the natural extension of the classical approach in terms of a purified state description
of the partition function. The emphasis will be put on the Shastry-Sutherland model, and in the first
place on the melting of the 1/3 magnetisation plateau, in connection with experiments on SrCu2(BO3)2.
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The line E'F' is also one of continuously varying exponents, and is 
obtained from E F  simply by negating K. Indeed, negating all spins si and 
ai on one sub-lattice of 2 is simply equivalent to negating K, so the whole 
of Fig. 12.12 is symmetric about the K4 axis. 

Fig. 12.12. Phase diagram of the isotropic Ashkin - Teller model, in (K4, K) space. 

The line E F  continues onto the broken line FG. This is the self-dual line 
with 03 > wl: the system is not critical on this line segment; instead there 
are two critical lines FB and FC bifurcating from F. Their positions are not 
precisely known, but B must be the point (Kc, 0), and C the point 
(CQ , &Kc), where Kc is the Ising-model critical value of K, given by 

sinh 2Kc = 1, Kc = 0.4406. . . . (12.9.34) 

The lines FB, FC map into one another under the duality relation (12.9.20). 
The critical exponents thereon are expected to be fixed, having Ising-model 
values. 

Similarly, the position of the critical line EDE' is not precisely known, 
but D is the point (-Kc, 0) and the exponents are also expected to be 
those of the Ising model. 
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Figure 8. Inverse correlation length and square of the wave-
vector as a function of temperature. If ⌫y = 1, TPT can be
determined by the intersection of 1/⇠y and the temperature
axis. If �̄ = 1/2, the same applies to the squared wave-vector.
The critical temperature extracted from the correlation length
gives TPT = 1.806, and from the wave-vector TPT = 1.807,
both in good agreement with each other. We also plot the
squared wave-vector obtained for a smaller bond dimension.
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Figure 9. Specific heat for finite bond dimension, � = 200 at
low temperature and � = 150 at high temperature. As there
is no extrapolation over the bond dimension, we prefer not
to use e↵ective exponents. The specific heat does not diverge
from the ordered phase and diverges from the floating phase,
as expected for a PT transition.

the ordered phase but has a clear divergence from the
floating phase, as expected at a PT transition.

For � = 1, we observe a PT transition only at � > 0.7
with at first, a narrow floating phase. We illustrate the
results at � = 0.8 in Fig. 11. For � = 0 and � = 0.4,
we deduced TPT from the critical exponents. Here, we
work the other way around, we fix TPT and deduce the
exponents. Setting TPT with ⌫

LT

y
= 1 at the transition

fixes �̄ = 0.53 ± 0.04 and ⌫
LT

x
= 0.51 ± 0.05, once again

providing a self consistent picture with exponents in good
agreement with the PT universality class.

0 2 4 6

-2

-1.5

-1

-0.5

0

Figure 10. Log-log plot ot the spin-spion correlations. The
bond dimension used is 200 and the convergence in energy
10�9. The results are similar up to 400 sites for bond dimen-
sion 150. The fits are done between 150 and 300 sites. The
exponent reaches the values ⌘ = 1/4 between T = 2.22 and
T = 2.225, allowing us to locate TKT with a precision of the
order 5 · 10�3. In general, the larger the floating phase, the
slower the exponent ⌘ varies inside it. Therefore, we have
best estimates of the critical temperature for narrow floating
phases rather than larger ones.

B. Kosterlitz-Thouless transition

The main limitation of the algorithm is its convergence.
It turns out that close to the PT transition, the algorithm
does not converge to su�ciently low precision to give sen-
sible results. This forbids us to use the ⌘ = 1/4 criteria to
determine TKT when the floating phase is too narrow. In
that case, an exponential fit of the correlation length will
not give enough accuracy to distinguish the two critical
temperatures.
As already mentioned, for � = 0, the floating phase

is large enough that even at � = 0.1 the ⌘ = 1/4 crite-
rion can be used to locate the KT transition. We now
illustrate such log-log fit with di↵erent temperatures in
Fig. 10. We notice that the log-log plot is linear only
above some threshold distance that increases as the tem-
perature decreases. This is due to the fact that the true
power law decay is only visible above the average distance
between domain walls l = 2⇡

4q which diverges as one ap-
proaches the PT transition. For T = 2.22, we evaluate
log l ' 3.99 which is in good quantitative agreement of
where the curve starts to be linear in Fig. 10. This makes
the study of the power law decay close to the transition
extremely di�cult.
For � = 1, we can use the ⌘ = 1/4 criterion to deter-

mine TKT only above� > 1. In contrast, for 0.7 < � < 1
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The critical temperature extracted from the correlation length
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Figure 6. E↵ective exponents for the Potts model. From top
to bottom: (a) Simulations done along the commensurate line;
(b)&(c) Simulations done along the line � / T � Tc.

infinite slope. We are not close enough to the critical tem-
perature to observe this change of behaviour. For the in-
commensurability, we observe �̄ = 1.71±0.02. Due to the
poor accuracy of ⌫, we can ask how much one can trust
this result. However, we notice that the product ⇠q has
exponent �̄�⌫ = 0.99±0.06. Thus, if the product cancels
the corrections in the wave-vector and in the correlation
length, one would have �̄ = 2/3 + 0.99 = 1.66 ± 0.06
which we note to be close to the three-state Potts critical
exponent. Results are summarised in Fig. 6. In any case,
we established that, as expected �̄ > ⌫ and ⇠q ! 0.

V. RESULTS

We now look at the C-IC transitions. In particular, we
study in detail the phase diagram of the chiral Ising and
the four-state chiral Potts models. For both systems, we
observe a KT and a PT transition enclosing a floating
phase. In addition, for the four-state chiral Potts model,
we found a unique chiral transition.
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Figure 7. Phase diagram for � = 0. The red and blue dots
represent the measured critical temperatures. The lines are
spline interpolations.

A. Pokrovsky-Talapov transition

We first consider the � = 0 model at which we observe
a PT transition for � as small as 0.05. As we will see
later, in contrast to larger values of �, the floating phase
is very large for relatively small values of � and we are
able to locate TKT using the criterion ⌘ = 1/4 for � >

0.1. Looking at the phase diagram of Fig. 7, the KT and
the PT transitions do not seem to cross before the Ising
point and we conclude that, as expected for this model,
the floating phase opens up as soon as the chirality is
introduced.

In Fig.8, we present a more careful study of the transi-
tion at � = 0.4. We have plotted the inverse correlation
length in the y-direction and the square of the wave vec-
tor with respect to the temperature. We were not able to
measure ⇠x from the ordered phase due to poor extrapo-
lations. Because in the floating phase the algorithm con-
verges very slowly, the wave-vector values shown have
not been extrapolated but were made with fixed bond
dimension � = 200 and � = 150. One first notice the ac-
curacy of both linear fits on a large temperature interval,
in agreement with critical exponent ⌫y = 1 and �̄ = 1/2
with no or very little corrections. If these are indeed the
correct critical exponents, the critical temperature can
be determined by the intersection with the temperature
axis either using the inverse correlation lenght or with
the squared wave-vector. This gives respective values of
TPT = 1.806 and TPT = 1.807, in agreement with each
other up to 10�3, and provides a self consistent picture in
agreement with a PT transition. Furthermore, in Fig. 9,
we observe that the specific heat does not diverge from

No evidence of a unique transition!
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Figure 11. E↵ective exponents as function of temperature. ⌫x
and ⌫x diverge from the disordered phase in agreement with
an exponential divergence of the correlation length. We found
�̄ = 0.53±0.04 and ⌫LT

x = 0.51±0.05. �̄ is extrapolated with
a linear fit on all available points. ⌫x is extrapolated with a
linear fit on the four last points. The error is computed by
fitting the error bars and indicated with a grey dashed line.

the floating phase is too narrow to distinguish the two
critical temperature transitions. In any case we can iden-
tify the transition to be in the KT universality class from
the divergence of ⌫x and ⌫y from the high temperature
regime at the transition as shown in Fig. 11.

C. Chiral transition and Lifshitz point

We now move to � = 1 and small values of �. We
recall that at this point, the chiral perturbation is irrel-
evant and the transition should initially be a unique one
in the AT universality class. Yet, we do not see any in-
commensurate melting in the AT universality class. This
is probably due to the fact that the parameter range of
the AT transition is too small to be detected by our ap-
proach. The results are summarised in Fig.12 and 13.
Based on those, we exclude the possibility of a two-step
transition. Indeed, fixing the critical temperature up to
10�4 with a unique exponent ⌫y fixes a unique exponent
⌫x with good accuracy. We note that both exponents are
smaller than one and the transition must then be unique.

For � = 0.3, we obtained after extrapolation ⌫
HT

x
=

0.692±0.012 and ⌫
LT

x
= 0.710±0.010 in reasonable agree-

ment with each other. Furthermore, we also extrapolated
�̄ = 0.689 ± 0.010. Then, we obtain ⌫

HT

x
= �̄ within

a 0.4% di↵erence, and an anisotrope exponent z > 1.
Those two features are the main characteristics of the
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Figure 12. E↵ective exponents as a function of temperature.
Simulations were made with bond dimension between 100 and
200. The main part of the error bars is due to the extrapo-
lations error. Extrapolated exponents come from a linear fit
done on the four last points (dashed lined).

chiral universality class and give already strong evidence
in favor of a chiral transition. For � = 0.1, we extrap-
olate from the disordered phase ⌫x = 0.71 ± 0.02 and
⌫y = 0.72±0.03, close to the e↵ective exponents obtained
at the Potts point. Similar exponents are obtained from
the ordered phase as shown in Fig. 13. This is proba-
bly due to strong crossovers. However, in contrast to the
Potts point we extrapolate �̄ = 0.70± 0.02. Such drastic
change of behaviour allows us to conclude that the na-
ture of the transition must be di↵erent. Once again, we
note that ⌫HT

x
= �̄ within 1.4% and in agreement with a

chiral transition.
As already mentioned, just beyond the Lifshitz point,

we will obtain ⌫y > 1 if we try to locate a unique tran-
sition due to the KT nature of the upper transition. We
can therefore locate the Lifshitz point with the condition
⌫y = 1, leading to a Lifshitz point at �L = 0.705± 0.01.

D. Phase Diagram

By applying the same methodology systematically we
have been able to map the whole phase diagram, and
to identify a line of Lifshitz points. This leads to three
di↵erent regimes depending on the value of �. For
0  � < �c2 , the chiral perturbation opens right away
a floating phase. By contrast, for �c2 < � < �c1 , the chi-
ral perturbation leads to a unique transition in the chiral
universality class, and a floating phase only opens for a
non-zero value of �. Finally, for �c1 < �  1, the transi-
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the floating phase is too narrow to distinguish the two
critical temperature transitions. In any case we can iden-
tify the transition to be in the KT universality class from
the divergence of ⌫x and ⌫y from the high temperature
regime at the transition as shown in Fig. 11.

C. Chiral transition and Lifshitz point

We now move to � = 1 and small values of �. We
recall that at this point, the chiral perturbation is irrel-
evant and the transition should initially be a unique one
in the AT universality class. Yet, we do not see any in-
commensurate melting in the AT universality class. This
is probably due to the fact that the parameter range of
the AT transition is too small to be detected by our ap-
proach. The results are summarised in Fig.12 and 13.
Based on those, we exclude the possibility of a two-step
transition. Indeed, fixing the critical temperature up to
10�4 with a unique exponent ⌫y fixes a unique exponent
⌫x with good accuracy. We note that both exponents are
smaller than one and the transition must then be unique.
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chiral universality class and give already strong evidence
in favor of a chiral transition. For � = 0.1, we extrap-
olate from the disordered phase ⌫x = 0.71 ± 0.02 and
⌫y = 0.72±0.03, close to the e↵ective exponents obtained
at the Potts point. Similar exponents are obtained from
the ordered phase as shown in Fig. 13. This is proba-
bly due to strong crossovers. However, in contrast to the
Potts point we extrapolate �̄ = 0.70± 0.02. Such drastic
change of behaviour allows us to conclude that the na-
ture of the transition must be di↵erent. Once again, we
note that ⌫HT

x
= �̄ within 1.4% and in agreement with a

chiral transition.
As already mentioned, just beyond the Lifshitz point,

we will obtain ⌫y > 1 if we try to locate a unique tran-
sition due to the KT nature of the upper transition. We
can therefore locate the Lifshitz point with the condition
⌫y = 1, leading to a Lifshitz point at �L = 0.705± 0.01.

D. Phase Diagram

By applying the same methodology systematically we
have been able to map the whole phase diagram, and
to identify a line of Lifshitz points. This leads to three
di↵erent regimes depending on the value of �. For
0  � < �c2 , the chiral perturbation opens right away
a floating phase. By contrast, for �c2 < � < �c1 , the chi-
ral perturbation leads to a unique transition in the chiral
universality class, and a floating phase only opens for a
non-zero value of �. Finally, for �c1 < �  1, the transi-
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Figure 1. The two possible phase diagrams for � < �c1: ei-
ther the transition is immediately a two-step one through an
intermediate critical floating phase, or it is a direct one in the
chiral universality class.

where the sum runs over pairs of nearest neighbors. It has
been shown35 that there is an exact critical line known
from duality where the correlation length exponent varies
continuously from the four-state Potts model (� = 1) to
the clock model (� = 0) equivalent to two decoupled Ising
models as:

⌫ =
1

2� ⇡

2 arccos(��)�1
(2)

To our knowledge there is no known theoretical value
known for �̄, but it is believed to be larger than 1, im-
plying that the product ⇠q ! 0 along this line8. The
chiral Ashkin-Teller model can be defined by adding a
chiral perturbation along the x-direction:

H = H0 +�
X

x,y

(⌧x+1,y�x,y � �x+1,y⌧x,y) (3)

This model was originally introduced by Schulz10, who
showed that the chiral perturbation is irrelevant for � >

�c1 ⇠ 0.9779. For large enough values of �, the C-IC
transition is expected to be a two-step transition sepa-
rated by a floating phase. For � < �c1 , for small enough
values of � two possibilities arise, either the transition is
two-step and the floating phase opens right away or the
transition is unique and belong to the chiral universality
class with ⌫x = �̄. The two di↵erent scenarios are de-
picted in Fig. 1. On the other hand, for � > �c1 , the
perturbation is irrelevant, and for small enough values of
�, the transition is expected to be in the AT universality
class. The parameter range between �c1 and the Potts
limit is very small, actually too small to be observed nu-
merically as we shall see. For larger �, beyond this small
range of AT transition, the question of a unique chiral
transition or a floating phase remains unchanged.

For the rest of the paper, we will refer to the � = 1
case as the four-state chiral Potts model and to the � = 0
case as the chiral clock-Ising model in reference to their
respective universality classes at � = 0.

III. METHODOLOGY

We use the same methodology already developed in
the previous work on the three-state chiral Potts model36

where more details are available.

A. CTMRG

The CTMRG algorithm was first introduced by Oku-
nishi and Nishino37. It is a numerical method which
combines Baxter’s corner matrices38 and Steve White’s
renormalisation group density matrix method39. It is
most commonly used for two dimensional quantum sys-
tems as a contraction algorithm of wave functions40, but
has recently shown promising results on classical systems
as well41–43.
The investigation of classical systems with tensor net-

works is done by expressing the partition function in
the thermodynamic limit as an infinite tensor network
and contracting it. CTMRG sets a way to contract
such an infinite square tensor network made of local ten-
sors a on each vertex as shown in Fig. 2. In particu-
lar, it allows one to express the Gibbs measure observ-
ables as a contraction made of eight tensors denoted by
T = {C1, T1, C2, T2, C3, T3, C4, T4}, with corner tensors
Ci of dimension �⇥� and row/ column tensors Ti of di-
mensions �⇥4⇥�. The parameter � is what controls the
numerical approximation and is usually referred to as the
bond dimension. The local tensors a can be expressed in
many di↵erent ways, we choose the most common one
given by
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with Q
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ij
the Boltzmann weight matrices between two

spins on the horizontal/vertical axis. In the (�, ⌧) =
{(1, 1), (1,�1), (�1, 1), (�1,�1)} basis, Qx is given by:
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with

x0 = �(�+ 2), x1 = ��(2�+ �)

x3 = �(�� 2), x2 = �(2�� �))

Q
y is defined similarly with � = 0.
CTMRG therefore provides an easy way to measure

directly local observable and two points functions.
The algorithm can be summarised in two steps44:
(i) Update: each corner matrix is extended by adding

a row, a column and a local a tensor. And each row/
column tensor is extended by adding a local tensor a.
We illustrate this step for the tensors C1 and T1 in Fig.
3. The other tensors are updated similarly.
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such an infinite square tensor network made of local ten-
sors a on each vertex as shown in Fig. 2. In particu-
lar, it allows one to express the Gibbs measure observ-
ables as a contraction made of eight tensors denoted by
T = {C1, T1, C2, T2, C3, T3, C4, T4}, with corner tensors
Ci of dimension �⇥� and row/ column tensors Ti of di-
mensions �⇥4⇥�. The parameter � is what controls the
numerical approximation and is usually referred to as the
bond dimension. The local tensors a can be expressed in
many di↵erent ways, we choose the most common one
given by
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with Q
x/y

ij
the Boltzmann weight matrices between two

spins on the horizontal/vertical axis. In the (�, ⌧) =
{(1, 1), (1,�1), (�1, 1), (�1,�1)} basis, Qx is given by:

Q
x =

0

B@

e
x0 e

x1 e
x2 e

x3

e
x2 e

x0 e
x3 e

x1

e
x1 e

x3 e
x0 e

x2

e
x3 e

x2 e
x1 e

x0

1

CA (5)

with

x0 = �(�+ 2), x1 = ��(2�+ �)

x3 = �(�� 2), x2 = �(2�� �))

Q
y is defined similarly with � = 0.
CTMRG therefore provides an easy way to measure

directly local observable and two points functions.
The algorithm can be summarised in two steps44:
(i) Update: each corner matrix is extended by adding

a row, a column and a local a tensor. And each row/
column tensor is extended by adding a local tensor a.
We illustrate this step for the tensors C1 and T1 in Fig.
3. The other tensors are updated similarly.
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For odd p this determines each (5n);~ uniquely but for
even P a further convention is needed to fix (5n ),J in cases
where

~
(5n),J ~

=—,p; the convention adopted is not cru-
cial provided it respects the antisymmetry relation

(5n)j=—(5n)j; . (9.3)

Then the number of dislocations or "vortices" U;JkI con-
tained in the square comprised, in, say, clockwise order, of
sites i, j, k, and l is

jkl I
'(5n) J +(5n )Jk+(5n )k~+(5n)& l /p (9.4)

The dislocation density may thus be expressed as a local
operator that couples the spins around each elementary
square (or "plaquette" ) of the lattice.
In order to study the effects of varying the dislocation

fugacity, z, on the behavior of the chiral clock model one
may simply introduce the dislocation core energy,
Eo ———k&Tlnz, as a parameter by extending the Hamil-
tonian to

~0+ED g Uijkl ~

(ijkl )
(9.5)

where A 0 is the original chiral Hamiltonian (2.1) and the
sum runs over all the elementary squares of the lattice. In
the limit of no dislocations (Eo~ co ) the phase diagrams
of this model for various p should resemble those obtained
recently from an exact solution of the one-dimensional
quantum sine-Gordon model by Haldene, Bak, and
Bohr. ' For P & 5 there are no free dislocations in the vi-
cinity of the commensurate phase since the disordered
fluid, which is characterized by a density of free disloca-
tions is completely separated by the incommensurate
phase. Thus increasing the dislocation core energy, Eo,
from zero should not produce any qualitative changes in
the phase diagram shown in Fig. 5(d). As the core energy
is sufficiently decreased, however, the nature of the phase
diagrams must eventually change from those shown in
Fig. 5 for all p because for Eo «—Jthe ground state will
no longer be ferromagnetically ordered, but will rather be-
come some sort of "vortex glass" that contains the max-
imum possible density of dislocations: Compare with the
discussion of Swendson who considers a related two-
dimensional model based on continuous XFspins.
Let us consider, in particular, the case p =3. The sine-

Gordon analysis of Haldane, Bak, and Bohr should yield
the correct phase diagram for the chiral clock model in
the limit of zero dislocation fugacity, i.e., Eo~+ oo.
Their results are embodied in the (T,b, ,z) phase diagram
presented in Fig. 12. In the absence of dislocations, i.e., in
the z=O plane, only two phases occur, namely a low-
ternperature commensurate phase and a high-temperature
incommensurate phase, separated by the critical line QCO
in Fig. 12. The point Q on the 5=0 axis has a multicriti-
cal character as will shortly become even more evident.
As we have discussed above, the commensurate-
incommensurate transition for p=3 & ~6 is stable under
the introduction of dislocations. Thus as z increases from
zero the critical line QCO develops into a critical surface,
namely, QCOCL in Fig. 12, separating commensurate and
incommensurate regions. However, the z=0 incommens-

urate phase becomes unstable to dislocations above a
locus, QIo, of the form shown by the dotted curve in Fig.
12, as was shown by Haldane et al. ' Thus the locus QIO
develops, for small z, into a critical surface, QIOIL, which
separates the incommensurate phase from a disordered
fluid phase which exists everywhere at high temperatures
except when z =0.
Now the dislocations are also relevant at the symmetric

(b, =O) multicritical point Q. 9' In addition, however,
the numerical evidence ' suggests the presence of a dis-
tinct Lifshitz point at 6 ~ 0 when dislocations are allowed.
The simplest phase diagram consistent with these various
conclusions has the form shown in Fig. 12. It contains a
line of three-state Potts critical points, QP and a line of
Lifshitz points, QL. These lines both emerge from the
multicritical point Q and they bound a critical surface,
QPL, in the p=3 chiral melting universality class. Note
that the incommensurate phase at z=O is stable to dislo-
cations in the region bounded by the lines QIO and QCe, a
region that extends all the way to the symmetric multicrit-
ical point Q. Thus even if a line of Lifshitz points (QL in
Fig. 12) also goes to Q, as we suggest it may, this will not
be revealed by calculations carried only to leading order in

Z

FIG. 12. Anticipated phase diagram of the two-dimensional
three-state extended chiral clock model, (9.5), as a function of
dislocation fugacity, z. Broken curves represent the phase boun-
daries at fixed values of z. The disordered fluid phase fills the
region above the surface QPLIIO, except for the z=0 plane,
where the incommensurate phase persists above the line QIO.
The commensurate phase lies below the surface QPLCCO. The
lines QP and QL represent Potts and Lifshitz multicritical
points, respectively, and bound a critical surface in the new
chiral melting universality class.

Phase diagram

David A. Huse and Michael E. Fisher, PRB 1984

SAMUEL NYCKEES AND FRÉDÉRIC MILA PHYSICAL REVIEW RESEARCH 4, 013093 (2022)

FIG. 14. Phase diagram of the chiral Ashkin-Teller model. The
orange line is the Ashkin-Teller transition in the absence of a chi-
ral perturbation, while the blue line is the Lifshitz transition. The
chiral transition is indicated by red lines. Beyond the Lifshitz line,
the commensurate-incommensurate transition becomes a two-step
process.

E. Specific heat and Kibble-Zurek exponent

We now discuss and analyze the specific heat exponent α
obtained along the line λ = 1 and its relation with the Kibble-
Zurek exponent. We recall the hyperscaling relation νx + νy =
2 − α. If such a relation applies, there are two different ways
to determine if, as reported earlier for the three-state Potts
model [35], α is constant along the transition: either through
the direct computation of α itself, or through the computation
of the sum νx + νy.

For the Potts point, the exact value is known to be α = 2/3.
Due to logarithmic corrections in the correlation length, we
have found 2ν = 1.426 which gives α = 0.57. If we make
the hypothesis of a chiral transition, we can use the iden-
tity β̄ = νx and for % = 0.1 and % = 0.3, we respectively
found νHT

y + β̄ = 1.42 and 1.427. We also directly studied
αeff (see Fig. 16) and found evidence of a constant exponent
along the transition at α " 0.55, which establishes the validity
of the hyperscaling relation. Thus, we observe that α seems to
be more or less constant along the chiral transition, as already
observed in the p = 3 [35] case and in a quantum version of
the model at λ " 0.57 [32]. We note that a constant value of
α = 2/3 along the transition and in particular at % = 0 would
imply that there are still logarithmic corrections in the correla-
tion length along the chiral transition. Thus, we are probably
overestimating the sum νx + νy, and in fact most certainly νx
since, in order to keep νx + νy = 4/3 with νy > νx, νx should
be smaller than 2/3.

The Kibble-Zurek exponent can be measured in arrays of
Rydberg atoms [2]. It is defined as µ = ν/(1 + νz), with ν

FIG. 15. Projection of the phase diagram of the chiral Ashkin-
Teller model on the (%, λ) plane. The color map shows the critical
exponent νy from the ordered phase. It is obtained from a linear
interpolation of simulations performed at intervals of length 0.1 in
the % and λ axis (gray dots). In the two-step transition regime, νy = 1
by definition due to the PT nature of the transition. The values along
the % = 0 line are exact. The dotted line is a linear extrapolation
of the Lifshitz points at λ = 0.6 and λ = 0.7. It extrapolates to
λ " 0.42.

the correlation length exponent along the chain and z the
dynamical exponent. In our case, z plays the role of the
anisotropy exponent z = νy/νx, and ν is the correlation length
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FIG. 16. Effective specific heat exponent αeff for different values
of % along the transition at λ = 1. The simulations are performed at
finite χ = 200. The error bars for % = 0.1 and % = 0.3 come from
the uncertainty of the critical temperature.
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4. Hard-square model
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vestigation by Bartelt et al38 of the model with opposite
diagonal and anti-diagonal interactions, with in particu-
lar an estimate of �̄ ' 2/3 in better agreement with other
results, and the identification of a disorder line and an
Ising transition at larger activity and temperature. We
also study another cut through the parameter space of
the hard-square model that corresponds to the 2D clas-
sical version of a 1D bosonic quantum model recently
studied in the context of chains of Rydberg atoms15–17,
with a phase diagram in excellent agreement with its 1D
counterpart.

The paper is organised as follows. In Section II we
describe the model and recall some of the exact results
and previous work. In Section III, we present our main
results for the model along the cut initially studied with
Monte Carlo, as well as the phase diagram for the other
cut that corresponds to the 1D quantum bosonic model.
The results are put in perspective in Section IV. The
technical aspects of the method, which has already been
used for other models34,37, are recalled in the appendices,
as well as the mapping between the 1D quantum bosonic
model and the hard-square model.

II. THE MODEL

The hard-square model with diagonal interactions is
defined on a square lattice with spins on the vertex taking
value n 2 {1, 0} . If n = 1, the spin is said to be filled
while if n = 0 the spin is said to be empty. The model is
defined in the grand canonical ensemble by

�H = �M
X

x,y

nx,ynx+1,y+1 � L
X

x,y

nx,ynx+1,y�1 (1)

with � the inverse temperature and M = �J1 and
L = �J2 where J1 and J2 are the respective diagonal
and anti-diagonal coupling constants. The hard-core con-
straint forbids two neighbouring spins from both be filled,
leading to the partition function:

Z =
X

{n}

Y

hi,ji

(1� ninj)e
��H

Y

i

zni (2)

where the activity is defined as z = eµ, with µ usually
referred to as the chemical potential. Baxter showed that
there exists an integrable surface in the three dimensional
manifold (z,M,L) parametrised by

z = (1� e�L)(1� e�M )/(eL+M
� eL � eM ). (3)

On this manifold, the phase transitions occur at:

z

(1� zeL+M )2
=

1

2
(11 + 5

p
5). (4)

The solutions for which M,L > 0 were shown39 to be
Ising tricritical points, while solutions for which M >
0, L < 0 or M < 0, L > 0 belong to the three-state

Figure 1. Phase diagram of the model on the integrable mani-
fold as derived by Baxter. The z value on this manifold is not
constant but is given by Eq.3. The shaded area corresponds
to the non-physical parameter range z < 0. The cut with
opposite interactions on the diagonals and the antidiagonals
corresponds to M = �L > 0 and has only one integrable
phase transition in the 3-state Potts universality class, while
a cut L = cst > 0 has an additional integrable Ising tricritical
point.

Potts universality class described by the critical expo-
nents (⌫,↵, �̄) = (5/6, 1/3, 5/3). The projection of these
lines onto the (M ,L) plane are shown in Fig.1.
The critical density is also known and given by:

⇢c = (5�
p
5)/10 ' 0.27639. (5)

More recently, Sachdev and Fendley15 revisited the model
through its one dimensional quantum equivalent Hamil-
tonian defined by

H =
X

i

�!(d̂j + d̂†
j
) + Un̂j + V n̂j�1n̂j+1

with the constraints n̂in̂i+1 = 0 and n̂i(n̂i � 1) = 0.
The 1+1 correspondence is done via the transfer matrix
formalism. One recovers the classical partition function
from the quantum Hamiltonian in the infinite anisotropic
limit. More precisely, one needs to take the diagonal
transfer matrix in the L ! 1 and z,M ! 0 limits in
such a way that

V

!
= �MeL/2,

U

!
= eL/2⇣ (6)

are kept constant, with ⇣ = 1� zeL. The x+ y direction
then plays the role of the time direction and the hard-core
constraint translates into n̂j n̂j+1 = 0 while the constraint
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Figure 2. Correspondence between the hard-core boson and
the hard-square model in the 3⇥1 phase with the red and blue
arrows respectively representing the repulsive and attractive
interactions.

n̂j(1� n̂j) = 0 is due to the spin taking value into {0, 1}.
We illustrate the mapping in Fig. 2. More details on
how such a correspondance is established are given in
Appendix D.

We note that throughout the whole study, due to prac-
tical reasons explained in the appendices, we are only
able to measure the correlation length and the wave
vector along the x and y directions. This is unfor-
tunate since the commensurate direction lies along the
x + y axis, but one can live with this restriction, as we
now explain. Indeed, if the transition is conformal with
anisotropic exponent ⌫x/⌫y = 1 as for the three-state
Potts point, the direction along which the correlation
length and wave vectors are measured does not matter
and one always recovers its critical exponents. Now, if
the transition is anisotropic along the x ± y directions
with ⌫x�y 6= ⌫x+y, the analysis of the correlation length
in the x or y direction will both give the same critical
exponent ⌫ = min(⌫x�y, ⌫x+y), which we expect to be
equal to ⌫x�y if the incommensurate correlations are in
the x� y direction from our experience with other mod-
els. Besides, �̄x+y is not defined due to q being strictly
constant everywhere along the x + y direction. This in
turn gives �̄x�y = �̄x = �̄y and the investigation of �̄ will
not be hampered. This means that it will be possible to
check the criterion for a chiral transition: �̄x�y = ⌫LT

x�y
.

The only thing that will not be directly accessible is the
dynamical exponent z = ⌫x+y/⌫x�y, but we can get in-
formation on it with hyperscaling and an estimate of the
specific heat exponent ↵. More details are provided in
the appendices.
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Figure 3. Phase diagram of the model for M = �L where
we have plotted: ( ) the three-State Potts point, ( ) the
Ising transition, ( ) the chiral / PT transitions,( ) the order-
disorder line, ( ) the integrable line, ( ) and the 2⇡/3
commensurate line that terminates at the Potts point. The
red arrow at the top represents the hard-core lattice gas crit-
ical activity. Black lines are guides to the eyes.

III. RESULTS

A. Ferro-antiferromagnetic case

We first address the M = �L case with J1 = 1 and
J2 = �1, which amounts of having attractive and re-
pulsive interactions in the x + y and x � y directions
respectively, favouring sites on the diagonal to either be
all full or all empty while the sites on the anti-diagonal
will have a filling 1/3. Eq. 4 with M = �L has only one
solution for which M > 0 and L < 0, thus belonging to
the three-state Potts universality class. This cut of the
three-dimensional phase diagram has already been stud-
ied with Monte Carlo38 in the vicinity of the incommen-
surate - 2⇡/3-commensurate transition. We complete the
study by mapping the whole two-dimensional phase dia-
gram and present the results in Fig. 3.

We note that in the infinite temperature limit for M =
�L, we recover the hard-core square lattice gas, which
transition occurs at zc = 3.7962±0.000140 and is believed
to belong to the Ising universality class41. We expect this
transition to persist at finite temperature, and to either
stay in the Ising universality class or to become a first
order transition at an Ising tricritical point.
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Figure 8. Exponents �̄ and ⌫y as a function of T�Tc. The blue
and red lines represent the 5/6 and 2/3 values. (a) Simulation
done to the right of the Potts point at z = 1 with critical
temperature Tc = 0.7013±5 ·10�5. (b) Simulations to the left
of the Potts point are not done at z or M constant but along
a line that crosses the transition at zc = 0.57 with critical
temperature Tc = 0.603916± 5 · 10�6. For both activities we
found a unique transition characterised by the Potts exponent
⌫ and �̄ = 2/3. Linear fits on the last three points for z = 1
and z = 0.57 lead respectively to �̄ = 0.65 ± 0.03 and �̄ =
0.64± 0.04.

transition. We note that this behaviour has already been
observed numerically on models along transitions which
are believed to be chiral16,34.

The accuracy of the exponent �̄ over a large range of
parameter excludes the possibility of the transition be-
longing to the three-state Potts universality class. Also,
the convergence to a unique limit of ⌫ from both sides of
the transition together with �̄ > 1/2 excludes the two-
step transition scenario. We thus conclude that the melt-
ing must occur through a unique chiral transition.

Figure 9. E↵ective exponent of the energy singularity 1 � ↵
across two points where the transition out of the period-
3 phase is direct. For simulations at the critical activity
zc = 0.57, t = z�zc, while for simulations at z = 1, t = T�Tc.
Simulations were performed at � = 200 and with a conver-
gence criteria of �E = 10�9. Error bars comes form the es-
timate of the critical energy. As the simulations were per-
formed at finite bond dimension, we do not extrapolate the
exponent but rather show that its behaviour is in agreement
with ↵ = 1/3. We attribute the noise in the 3 ⇥ 1 phase to
the translational symmetry breaking.

6. Phase diagram

The phase diagram is presented in Fig. 3. We found
⇡-commensurate and 2⇡/3-commensurate phases sepa-
rated by an incommensurate one. The ⇡-commensurate
and incommensurate phases are separated by a disorder
line (also sometimes referred to as a Lifshitz transition).
Within the ⇡-commensurate phase, we found an Ising
transition whose critical temperature increases upon re-
ducing the activity z, consistent with a divergence at the
hard-square lattice gas critical activity z = 3.7962. In
contrast, the nature of the 2⇡/3-commensurate - incom-
mensurate transition depends on the activity. In partic-
ular, along the integrable line, we found the transition
to belong to the three-state Potts universality class in
agreement with Baxter’s derivation. We note that the
2⇡/3-commensurate line leads straight away to the Potts
point, in agreement with the chiral operator vanishing at
that special point, with q > 2⇡/3 to the right of the line
and q < 2⇡/3 to its left. On the other hand, in the high
activity limit we found a two-step transition separated by
a narrow floating phase bounded by a KT transition and
a PT transition respectively in the high and low temper-
ature regime. We note that to the left of the Potts point
at z = 0.31 we found a critical exponent �̄ = 0.59, sig-
nificantly smaller then the believed chiral value �̄ = 2/3
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We investigate the nature of the phase transition between the period-three charge-density wave and the
disordered phase of a hard-boson model proposed in the context of cold-atom experiments. Building on a
density-matrix renormalization group algorithm that takes full advantage of the hard-boson constraints,
we study systems with up to 9000 sites and calculate the correlation length and the wave vector of the
incommensurate short-range correlations with unprecedented accuracy.We provide strong numerical evidence
that there is an intermediate floating phase far enough from the integrable Potts point, while in its vicinity,
our numerical data are consistent with a unique transition in the Huse-Fisher chiral universality class.
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The identification of the universality class of phase
transitions is one of the most important aspects of both
classical and quantum physics. In the presence of a broken
symmetry, simple symmetry arguments often allow one to
guess the universality class of a transition (Ising, three-state
Potts, etc.) depending on the degeneracy of the broken
symmetry state. There are, however, cases where this is not
sufficient. A prominent example is the commensurate-
incommensurate transition in the case of a commensurate
phase with three types of domains. As first proposed by
Huse and Fisher [1], if domain walls between different
phases have different properties, this introduces a chiral
perturbation (the sequence, say, AjBjC is not equivalent to
its mirror image AjCjB, where A, B, C refer to different
domains), and if this perturbation is relevant, the transition
can only be in the three-state Potts universality class at an
isolated point where the perturbation vanishes. Away from
that point, there are three possibilities: (i) there is still a
unique transition, but it belongs to a new universality class
called chiral; (ii) there is a critical incommensurate
intermediate phase called a floating phase; (iii) the tran-
sition is first order. The investigation of this problem has
been a hotly debated issue in the 1980s in the context
of solid-on-solid models of adsorbed layers [1–11], and
the chiral Potts model has been further studied since then
[12–18]. Experimental evidence of the chiral melting of Ge
(113) and Si(113) 3 × 1 phases has been reported in the
early 1990s [19].
The issue has been recently reopened by Fendley et al.

[20] in the context of a 1D quantum model of trapped alkali
atoms [21] also relevant for recent experiments on Rydberg
states [22,23] described by the Hamiltonian:

H ¼
X

j

½−wðd†j þ djÞ þ Unj þ Vnj−1njþ1&; ð1Þ

In this model, d†j and dj are creation and annihilation
operators of hard bosons defined by the constraints
njð1 − njÞ ¼ 0 (no double occupancy, as for hard-core
bosons) and njnjþ1 ¼ 0 (bosons cannot sit on neighboring
sites). As shown by Fendley et al. [20] and confirmed by
our systematic investigation of the whole parameter space
with density-matrix renormalization group (DMRG)
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FIG. 1. Phase diagram of the hard-boson model of Eq. (1), with
three main phases: two ordered ones with period two and three,
and a disordered one with incommensurate short-range correla-
tions (IC) above the disorder (blue) line and commensurate (C)
ones below. The transition out of the period-three phase is
expected to be in the three-state Potts universality along an
integrable line (dotted line), in the chiral Huse-Fisher universality
class close to it, and through an intermediate critical phase with
incommensurate correlations far from it (see main text). The
width of this phase is smaller than that of the red line. Thin black
lines indicate the three cuts used in Figs. 2(a)–2(i). There is a
second integrable line that goes through a tricritical Ising point
(open green circle) below which the transition out of the period-
two phase is first order (black line) and above which it is in the
Ising universality class (green line).
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Competing density-wave orders in a
one-dimensional hard-boson model
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We describe the zero-temperature phase diagram of a model of bosons, occupying sites of a linear
chain, which obey a hard-exclusion constraint: any two nearest-neighbor sites may have at most
one boson. A special case of our model was recently proposed as a description of a “tilted” Mott
insulator of atoms trapped in an optical lattice. Our quantum Hamiltonian is shown to generate the
transfer matrix of Baxter’s hard-square model. Aided by exact solutions of a number of special cases,
and by numerical studies, we obtain a phase diagram containing states with long-range density-wave
order with period 2 and period 3, and also a floating incommensurate phase. Critical theories for
the various quantum phase transitions are presented. As a byproduct, we show how to compute the
Luttinger parameter in integrable theories with hard-exclusion constraints.

I. INTRODUCTION

In recent years, the study of quantum models with
multiple competing ground states has emerged as an im-
portant theme in the study of strongly-correlated many-
body quantum systems. For example, in the cuprates it
is clear that states with density-wave order at a variety
of wavevectors play an important role in the physics at
low carrier concentrations.
In this paper, we introduce a simple one-dimensional

quantum model which displays a multiplicity of ground
states. Despite its simplicity, it exhibits (i) gapped states
with commensurate density-wave order (with periods of
2 and 3 lattice spacings), (ii) gapless regions with “float-
ing” incommensurate, quasi-long-range density-wave cor-
relations, and (iii) gapped states which preserve transla-
tional symmetry. A special case of our model appeared
in a recent study [1] of atoms trapped in optical lattices
[2], and so an experimental study of the phase diagram
presented here may be feasible. More generally, we of-
fer our model as a simple laboratory, with many exactly
solvable cases, for the interplay of density-wave orders
with multiple periods in quantum systems.
Our model is expressed in terms of the bose operator

dj , which annihilates a boson on site j, and the boson
number operator

nj ≡ d†jdj . (1)

The “hard” boson condition allows no more than 1 boson
on any pair of nearest-neighbor sites, and hence all states
obey the constraints

nj ≤ 1 ; njnj+1 = 0. (2)

In the study of Mott insulators in optical lattices [1],
the dj boson represents a dipole excitation, consisting
of a particle-hole pair bound on nearest neighbor sites of
the optical lattice. This microscopic dipole interpretation

will not be crucial to our analysis here, and so we will
refer to dj simply as a boson.
The boson Hamiltonian we study is

H =
∑

j

[
−w

(
dj + d†j

)
+ Unj + V njnj+2

]
(3)

Note that the total number of bosons is not conserved,
and it is possible to create and annihilate bosons out of
the vacuum. This is natural in the dipole interpretation
of the boson, as a particle-hole pair can be created or
annihilated from the background Mott insulator. There
is also no explicit boson hopping term; as was shown in
Ref. 1, boson hopping is generated by the combination
of the constraints in (2) and single-site terms already in
H, and so it is not necessary to include an explicit hop-
ping. U is a chemical potential for the bosons, while V is
a “nearest”-neighbor interaction, “nearest” meaning two
sites apart, the closest two bosons can come. One can of
course rescale out one of the couplings to obtain a two-
parameter Hamiltonian, but it will be convenient to keep
all three. The case V = 0 of H was studied in Ref. 1;
we have also streamlined the earlier notation of the cou-
pling constants to a form suitable for our analysis here.
Without the constraints (2), the Hamiltonian would be
trivially solvable. With them, its analysis becomes quite
intricate.
The ground state of our Hamiltonian (3) can exhibit

several kinds of order, depending on the couplings. The
Hamiltonian will favor having bosons on every other site
if we have an attractive “nearest”-neighbor interaction,
or a chemical potential favoring the creation of parti-
cles. We will show that this leads to a regime of Ising-
type order, with a spontaneously broken Z2 symmetry,
translation by one site. If the chemical potential still
favors creating particles, but there is a repulsive “near-
est” neighbor potential, then the ground state will favor
having a particle on every third site. This sort of order
breaks a Z3 symmetry, translation by one or two sites.
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We describe the zero-temperature phase diagram of a model of bosons, occupying sites of a linear
chain, which obey a hard-exclusion constraint: any two nearest-neighbor sites may have at most
one boson. A special case of our model was recently proposed as a description of a “tilted” Mott
insulator of atoms trapped in an optical lattice. Our quantum Hamiltonian is shown to generate the
transfer matrix of Baxter’s hard-square model. Aided by exact solutions of a number of special cases,
and by numerical studies, we obtain a phase diagram containing states with long-range density-wave
order with period 2 and period 3, and also a floating incommensurate phase. Critical theories for
the various quantum phase transitions are presented. As a byproduct, we show how to compute the
Luttinger parameter in integrable theories with hard-exclusion constraints.

I. INTRODUCTION

In recent years, the study of quantum models with
multiple competing ground states has emerged as an im-
portant theme in the study of strongly-correlated many-
body quantum systems. For example, in the cuprates it
is clear that states with density-wave order at a variety
of wavevectors play an important role in the physics at
low carrier concentrations.
In this paper, we introduce a simple one-dimensional

quantum model which displays a multiplicity of ground
states. Despite its simplicity, it exhibits (i) gapped states
with commensurate density-wave order (with periods of
2 and 3 lattice spacings), (ii) gapless regions with “float-
ing” incommensurate, quasi-long-range density-wave cor-
relations, and (iii) gapped states which preserve transla-
tional symmetry. A special case of our model appeared
in a recent study [1] of atoms trapped in optical lattices
[2], and so an experimental study of the phase diagram
presented here may be feasible. More generally, we of-
fer our model as a simple laboratory, with many exactly
solvable cases, for the interplay of density-wave orders
with multiple periods in quantum systems.
Our model is expressed in terms of the bose operator

dj , which annihilates a boson on site j, and the boson
number operator

nj ≡ d†jdj . (1)

The “hard” boson condition allows no more than 1 boson
on any pair of nearest-neighbor sites, and hence all states
obey the constraints

nj ≤ 1 ; njnj+1 = 0. (2)

In the study of Mott insulators in optical lattices [1],
the dj boson represents a dipole excitation, consisting
of a particle-hole pair bound on nearest neighbor sites of
the optical lattice. This microscopic dipole interpretation

will not be crucial to our analysis here, and so we will
refer to dj simply as a boson.
The boson Hamiltonian we study is

H =
∑

j

[
−w

(
dj + d†j

)
+ Unj + V njnj+2

]
(3)

Note that the total number of bosons is not conserved,
and it is possible to create and annihilate bosons out of
the vacuum. This is natural in the dipole interpretation
of the boson, as a particle-hole pair can be created or
annihilated from the background Mott insulator. There
is also no explicit boson hopping term; as was shown in
Ref. 1, boson hopping is generated by the combination
of the constraints in (2) and single-site terms already in
H, and so it is not necessary to include an explicit hop-
ping. U is a chemical potential for the bosons, while V is
a “nearest”-neighbor interaction, “nearest” meaning two
sites apart, the closest two bosons can come. One can of
course rescale out one of the couplings to obtain a two-
parameter Hamiltonian, but it will be convenient to keep
all three. The case V = 0 of H was studied in Ref. 1;
we have also streamlined the earlier notation of the cou-
pling constants to a form suitable for our analysis here.
Without the constraints (2), the Hamiltonian would be
trivially solvable. With them, its analysis becomes quite
intricate.
The ground state of our Hamiltonian (3) can exhibit

several kinds of order, depending on the couplings. The
Hamiltonian will favor having bosons on every other site
if we have an attractive “nearest”-neighbor interaction,
or a chemical potential favoring the creation of parti-
cles. We will show that this leads to a regime of Ising-
type order, with a spontaneously broken Z2 symmetry,
translation by one site. If the chemical potential still
favors creating particles, but there is a repulsive “near-
est” neighbor potential, then the ground state will favor
having a particle on every third site. This sort of order
breaks a Z3 symmetry, translation by one or two sites.
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I. INTRODUCTION

In recent years, the study of quantum models with
multiple competing ground states has emerged as an im-
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body quantum systems. For example, in the cuprates it
is clear that states with density-wave order at a variety
of wavevectors play an important role in the physics at
low carrier concentrations.
In this paper, we introduce a simple one-dimensional

quantum model which displays a multiplicity of ground
states. Despite its simplicity, it exhibits (i) gapped states
with commensurate density-wave order (with periods of
2 and 3 lattice spacings), (ii) gapless regions with “float-
ing” incommensurate, quasi-long-range density-wave cor-
relations, and (iii) gapped states which preserve transla-
tional symmetry. A special case of our model appeared
in a recent study [1] of atoms trapped in optical lattices
[2], and so an experimental study of the phase diagram
presented here may be feasible. More generally, we of-
fer our model as a simple laboratory, with many exactly
solvable cases, for the interplay of density-wave orders
with multiple periods in quantum systems.
Our model is expressed in terms of the bose operator

dj , which annihilates a boson on site j, and the boson
number operator

nj ≡ d†jdj . (1)

The “hard” boson condition allows no more than 1 boson
on any pair of nearest-neighbor sites, and hence all states
obey the constraints

nj ≤ 1 ; njnj+1 = 0. (2)

In the study of Mott insulators in optical lattices [1],
the dj boson represents a dipole excitation, consisting
of a particle-hole pair bound on nearest neighbor sites of
the optical lattice. This microscopic dipole interpretation

will not be crucial to our analysis here, and so we will
refer to dj simply as a boson.
The boson Hamiltonian we study is

H =
∑

j

[
−w

(
dj + d†j

)
+ Unj + V njnj+2

]
(3)

Note that the total number of bosons is not conserved,
and it is possible to create and annihilate bosons out of
the vacuum. This is natural in the dipole interpretation
of the boson, as a particle-hole pair can be created or
annihilated from the background Mott insulator. There
is also no explicit boson hopping term; as was shown in
Ref. 1, boson hopping is generated by the combination
of the constraints in (2) and single-site terms already in
H, and so it is not necessary to include an explicit hop-
ping. U is a chemical potential for the bosons, while V is
a “nearest”-neighbor interaction, “nearest” meaning two
sites apart, the closest two bosons can come. One can of
course rescale out one of the couplings to obtain a two-
parameter Hamiltonian, but it will be convenient to keep
all three. The case V = 0 of H was studied in Ref. 1;
we have also streamlined the earlier notation of the cou-
pling constants to a form suitable for our analysis here.
Without the constraints (2), the Hamiltonian would be
trivially solvable. With them, its analysis becomes quite
intricate.
The ground state of our Hamiltonian (3) can exhibit

several kinds of order, depending on the couplings. The
Hamiltonian will favor having bosons on every other site
if we have an attractive “nearest”-neighbor interaction,
or a chemical potential favoring the creation of parti-
cles. We will show that this leads to a regime of Ising-
type order, with a spontaneously broken Z2 symmetry,
translation by one site. If the chemical potential still
favors creating particles, but there is a repulsive “near-
est” neighbor potential, then the ground state will favor
having a particle on every third site. This sort of order
breaks a Z3 symmetry, translation by one or two sites.
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Conclusion

• Evidence of a chiral transition for p=3 of universality class:

• Evidence of the existence of a chiral transition for p=4.

1 abstract
The general theme of my PhD is the investigation of the melting of 2D commensurate phases using
modern numerical approaches based on the representation of the partition function in terms of tensor
networks. We first investigate the melting of a commensurate period-p phase into an incommensurate
one in 2D classical systems. Huse and Fisher originally predicted such transitions to belong to a new
type of universality class called chiral. We have first addressed the p = 3 case by revisiting the three-
state chiral Potts model, for which we have observed a chiral transition and come up with a prediction
for its critical exponents. In order to confirm this prediction, we are currently revisiting the hard square
lattice model with diagonal interaction where evidences of a chiral transition have already been ob-
served in previous studies. We have also started to investigate the p = 4 case in the context of the chiral
Ashkin-Teller model, for which we have also found evidence of a chiral transition. In the future, we will
move to 2D quantum systems where commensurate melting is known to take place, and we will study
this problem using the natural extension of the classical approach in terms of a purified state description
of the partition function. The emphasis will be put on the Shastry-Sutherland model, and in the first
place on the melting of the 1/3 magnetisation plateau, in connection with experiments on SrCu2(BO3)2.
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