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Message to take home

Many things to explore: 
- Systematic construction of operator basis, 
- Systematic renormalization, 
- Cross-checks, 
- More information from galaxy clustering (TBD) 



Part I - Preamble



How things change with scale?
(from food to galaxies) 



QFT101
Coupling constants evolve "flow" with the cutoff 

Observables don't depend on the cutoff!

Callan-Symanzik eq:

For the fine-structure constant (QED):

Solution to the RG
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The galaxy bias expansion

From Illustris simulation, 
Haiden, Steinhauser, Vogelsberger, 
Genel, Springel, Torrey, Hernquist, 15

Bias 

Stochastic field

Bias review: Desjacques, Jeong, Schmidt



Renormalizing the bias parameters

Contribution from arbitrarily 
small scales!

In a nutshell, it is an Operator Product Expansion (OPE)

Important: those are the 
same parameters for all 
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Renormalizing the bias parameters

Contribution from arbitrarily 
small scales!

+ counter-terms (     )

Notation:

+counter-terms (     )

Mc. Donald  09
Assassi+ 14

In a nutshell, it is an Operator Product Expansion (OPE)

Important: those are the 
same parameters for all 
n-pt functions



Motivation 

In a nutshell: instead of simply removing the cutoff dependence, allow for the 
operators to depend on the cutoff



Motivation (for different tastes)

Lattice person: "At field level you smooth out over your cutoff and those bias 
parameters have to be defined at a fixed scale!" 

HEP person: "Everything is an EFTs and RG-flow is the next thing to do. "

Cosmo-MCMC person: "How can we be sure we are not messing up with the 
priors in my EFT analysis? Maybe extract more information…"
 

EFT-complainer: "You have a bunch of free parameters. How can you trust 
them?"  



Intuition time

Smooth simulations (initial conditions) at different     and measure



Part II - The RG equations

Warning (and apologies in advance): 
next 3 slides will be technical



From       -independence to bias running
Then we expand…
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Part IV - The One-loop RG results HR, Schmidt 23



Solutions Wilson-Polchinski RG-equations

Notice that:
- Bias parameter 

that are zero, may 
be sourced;

- Bias parameters 
may change sign!Scenario 1

HR, Schmidt 23



Resumming terms with the RG equations
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1Loop RG eq.

Solution

Assassi et al, 14
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Resumming terms with the RG equations

1Loop RG eq.

Solution 

+…

RG resums the series!
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What do the solutions of the RG tell us?
We can always 
diagonalize the bias 
basis

If we stop at second-order, we find:

Extending to third-order: Caution to interpret: 
what happens if we go to 
higher order? TBD

Irrelevant

Marginal Relevant

Bakx, Garny, HR, Vlah



Part III - The Two-loop RG
Bakx, Garny, HR, Vlah



Two-loop RG

Small corrections compared 
to the one-loop

G



So… The 2Loop is small. Why should you care?

Ratio 2Loop over 1Loop squared

- Good news: 1Loop RG takes care of most of the information

- It is not just small, it is PARAMETRICALLY small as n→ -3

LCDMPower law



So the 2Loop is small. Why should you care?

We can write EFT loops as: 



So the 2Loop is small. Why should you care?

We can write EFT loops as: 



So the 2Loop is small. Why should you care?

We can write EFT loops as: 
*Caution to 
interpret: scales in 
between we have to 
resum the integrals 
still tbd



Part IV - PNG and Stochasticity



PNGs Free term

New interaction

Now a 
coupled set of 
ODEs

Nikolis, HR, Schmidt

Rederivation 
of Dalal+ 07
(in an elegant 
way)



PNGs



Stochasticity

HR, Schmidt, 24



Simple expression for how stochastic terms talk to each other 

Stochasticity

HR, Schmidt, 24



Simple expression for how stochastic terms talk to each other 

Simple 
diagrammatic 
interpretation

Stochasticity

HR, Schmidt, 24



Part IV - Final remarks



How to relate the renormalization schemes?
N-point function renormalized bias 
(Assassi, Baumann, Green, Zaldarriaga)

Finite cutoff bias 
(This work)

How to connect both?



How to relate the renormalization schemes?

How to connect both?

N-point function renormalized bias 
(Assassi, Baumann, Green, Zaldarriaga)

Finite cutoff bias 
(This work)

Solution: Run the bias 
towards 

HR, Schmidt 23

Separate Universe



Why you should care Henrique Rubira

- Cross-check for EFT inference;

- Systematic renormalization (+ stochastic +PNG);

- Systematic renormalization of n-point functions. 
Self-consistent renormalization for P(k), 
B(k1,k2,k3), … 

- (Unambiguously) Define Priors for EFT analysis in

- More information from resummation? TBD!

First images of Rubin 



Multi-tracer

HR, Conteddu, see also:
Mergulhão, HR, Voivodic 23
Mergulhão, HR, Voivodic, Abramo 

Lazeyras, 
Barreira, 
Schmidt 



Thanks a lot!


